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A B S T R A C T

Channel pruning is an efficient technique for model compression, removing redundant parts of a convolutional
neural network with minor degradation in classification accuracy. Previous criteria of channel pruning ignore
neurons’ intrinsic relationship and the high correlation with input samples. Inspired by the visual crowding
phenomenon in neuroscience, this paper presents a novel channel pruning method via reverse neuron crowding,
dubbed CPRNC, to address this issue. First, CPRNC involves a neuron crowding degree measure (NCDM)
module, which builds the relationship model among all artificial neurons by observing their crowding
behaviors. Subsequently, each channel’s importance is evaluated by the crowding degree of corresponding
channels. Considering that the channel importance is affected by the characteristic of input samples, CPRNC
designs a neuron crowding degree recalibrate (NCDR) module. NCDR emphasizes discriminative samples to
recalibrate the channel priority list generated by NCDM, further enhancing the precision of the pruning
criterion. Experimental results show that CPRNC achieves performance that competes with state-of-the-art
pruning methods, including dynamic channel pruning and learning-based pruning. For example, we prune
ResNet-50 with 56.7% FLOPs on the large-scale dataset ImageNet1K with only a 0.19% decrease in accuracy.
At low pruning rates, CPRNC achieves lossless compression, e.g., the pruned ResNet-56 on CIFAR-10 increases
accuracy by 0.13% over the baseline model at 56.3% FLOPs reduction.
. Introduction

Convolutional neural networks (CNNs) are widely deployed in a
arge variety of vision-related tasks, e.g., image classification (He et al.,
016), object detection (Ren et al., 2015) and human–computer inter-
ction (Khan et al., 2023). Since CNNs are constrained by run-time
atency and model size while requiring to preserve prominent per-
ormance, many researchers focus on developing model compression
ethods such as quantization (Han et al., 2016), distillation (Hinton

t al., 2015), pruning (Han et al., 2015). Among them, model prun-
ng (Alqahtani et al., 2021; Bonnaerens et al., 2022; Mondal et al.,
022; Tian et al., 2023) is the most straightforward way and is widely
dopted in academia and industry.

Model pruning methods are based on the over-parameterization (Le-
un et al., 1989; Hassibi and Stork, 1992) assumption, which can be
ivided into unstructured pruning and structured pruning accord-
ng to whether additional hardware and libraries design is needed to
chieve practical acceleration. Unstructured pruning (Han et al., 2016)
ims to remove the weight values of neurons, which produces sparse
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weight matrices leading to unstructured sparsity in the network. Sparse
weight matrices cannot lead to speedup without dedicated hardware
or libraries (Shen et al., 2022). Structured pruning (Mondal et al.,
2022) removes entire channels or layers to obtain a compact sub-
network without specific hardware or libraries to reduce computation
on GPU/CPU devices. This paper aims to develop a novel channel
pruning method to obtain a compact sub-network.

Channel pruning belongs to structured pruning, whose core problem
is estimating channel importance to obtain a superior sub-network.
Previous channel pruning methods (Liu et al., 2017; Li et al., 2017; Ding
et al., 2021) utilize the norms of filters to evaluate their importance
based on the hypothesis that small norms of filters are less important.
However, these pruning methods lack discrimination between neurons
as it forces all neurons in a single channel to obey the synchronous
responses. To address this challenge, this paper proposes a novel and
precise metric for the pruning criterion. Furthermore, dynamic pruning
methods (Gao et al., 2018, 2021; Li et al., 2021) preserve the original
network structure to dynamically route sub-networks during inference.
For these data-driven methods, the ranking of channel importance is
ttps://doi.org/10.1016/j.cviu.2024.103942
eceived 13 May 2023; Received in revised form 11 November 2023; Accepted 21
vailable online 23 January 2024
077-3142/© 2024 Elsevier Inc. All rights reserved.
January 2024

https://doi.org/10.1016/j.cviu.2024.103942
https://www.elsevier.com/locate/cviu
https://www.elsevier.com/locate/cviu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cviu.2024.103942&domain=pdf
mailto:wknh006163@163.com
mailto:hhyhhy@nuaa.edu.cn
mailto:sunhan@nuaa.edu.cn
mailto:liangdong@nuaa.edu.cn
mailto:lnz_nuaa@163.com
https://doi.org/10.1016/j.cviu.2024.103942


P. Wu, H. Huang, H. Sun et al. Computer Vision and Image Understanding 240 (2024) 103942

e
R
S
g
f
n
m
e
c

2

2
t
i
o
e
F
l
M

Fig. 1. Comparison of accuracy-FOLPs Pareto curves of compressed ResNet-50 models
on ImageNet, CPRNC provides the highest Top-1 accuracy with the least FLOPs
compared to competing pruning methods.

sensitive to the input data triggering unstable results (Tang et al., 2020)
as the importance of filters is highly input-dependent (Tang et al.,
2021). Inspired by this, this paper uses the feature maps generated
by the filter to estimate importance, which contains a rich amount
of input-related information (Lin et al., 2020). Furthermore, CPRNC
identifies discriminative samples to improve the precision of the new
metric. As shown in Fig. 1, our CPRNC achieves a fast sub-network
search with few training costs while achieving superior performance
compared to competitive pruning methods.

This paper presents a channel pruning method relying on a novel
metric inspired by crowding phenomenon in neuroscience, as shown
in Fig. 2. Flom et al. (1963) indicates that the human brain neurons
perceive targets with interference from similar features surrounding
the target. Based on this neuroscience discovery, we design a neuron
crowding degree measure (NCDM) module to model the relationship
of neurons. We point out that the representation capability of a neuron
can be inhibited by neighboring similar neurons, which is dubbed as
neuron crowding. The more neuron crowding exists within a channel,
the weaker the representation capability of that channel, which will
be assigned a lower importance score. The more informative neurons
with reverse neuron crowding in the preserved channels, the stronger
the model representation capability. NCDM calibrates the relationship
among all neuron crowding behaviors to excavate informative neurons
for guiding channel pruning criterion. Gao et al. (2018) indicates
channel importance is highly input-dependent, so we design a neuron
crowding degree recalibrate (NCDR) module to find discriminative sam-
ples with more reverse neuron crowding. NCDR recalibrates the neuron
crowding behavior under different input samples and further improves
the precision of the pruning criterion. Samples with low model confi-
dence that cause more informative neurons should be assigned a higher
value in the channel priority list, and the model confidence for each
sample is defined as the top-2 difference of the output logits as a
criterion to distinguish the neuron crowding activity of the sample.
Overall, our contributions are three-fold as follows:

• We introduce neuron crowding as a metric that measures the
correlation of neurons in channels for guiding the channel prun-
ing criterion. To the best of our knowledge, this is the first
paper to model reverse neuron crowding to design a pruning
criterion. In contrast to the previous channel pruning criteria,
reverse neuron crowding estimates the channel importance from
a more fine-grained and precise perspective.
2

• We propose two lightweight modules, neuron crowding degree
measure (NCDM) and neuron crowding degree recalibrate
(NCDR). NCDM excavates more informative neurons and im-
portant channels for pruning, which boosts the accuracy of the
pruned model. NCDR identifies discriminative samples to recali-
brate channel importance scores, further improving the pruning
criterion’s precision. For example, NCDM and NCDR improve
the accuracy of pruned ResNet-56 by 0.61% with 56.3% FLOPs
reduction on CIFAR-10 dataset and pruned ResNet-34 by 1.53%
with 49.5% FLOPs on ImageNet dataset.

• Extensive experiments have shown that our CPRNC outperforms
most channel pruning methods. At low pruning rates, CPRNC
can achieve lossless compression. For CIFAR-10, CPRNC reduces
FLOPs by 56.3% and 52.6%, and meanwhile brings 0.13% and
0.66% accuracy increase over baseline ResNet-56 and ResNet-
110, respectively. On large-scale datasets, CPRNC also performs
excellently. For ImageNet, our compressed ResNet-50 model
yields 2× FLOPs reduction with 76.43% accuracy outperforming
the competing methods in the paper.

2. Related work

Model compression techniques include network pruning, knowledge
distillation, quantization, etc. In comparison, sub-networks structures
are more flexible from pruning and adaptable to various application
scenarios. Additionally, it can be combined with other compression
methods (e.g., distillation) to compress the model further. Pruning
is a more versatile approach, offering advantages in model storage,
memory, and computational efficiency. Existing research on channel
pruning can be broadly categorized into three forms: static, dynamic,
and learning-based pruning.

2.1. Static channel pruning

Static channel pruning methods use a manually elaborate criterion
as a unit importance metric to remove redundant channels based on
the importance of channels defined artificially. Several studies (Liu
et al., 2017; He et al., 2019) focus on designing different channel
pruning criteria to identify channel importance. ResRep (Ding et al.,
2021) successfully applies structural re-parameterization to channel
pruning. These criteria lack discrimination between neurons because
they push the entire channel to converge in the same direction, limiting
the performance of the sub-network. Furthermore, recent works explore
novel pruning methods that lie between weight pruning and channel
pruning, such as N:M (Zhou et al., 2021) and 1 × N Pattern (Lin
t al., 2023), resulting in improved performance of the pruned models.
ecently, some pruning methods (Lin et al., 2020; Tang et al., 2020;
ui et al., 2021) measure feature map importance to provide better
uidance for pruning because feature maps capture rich information
rom input samples and filters. These methods focus on the feature
orm as a pruning criterion different from the filter norm, and we also
easure channel importance by feature maps. In contrast, our method

nhances the discrimination between neurons, so our pruning criterion
ontains more fine-grained and precise information.

.2. Dynamic Channel pruning

Dynamic Channel pruning methods (Gao et al., 2018; Tang et al.,
021; Li et al., 2021) propose that each channel responds variously
o different input instances owing to a plausible hypothesis that the
mportance of filters is highly input-dependent. Dynamic pruning meth-
ds use a variable subset of convolutional filters to achieve infer-
nce acceleration instead of a compact neural network after pruning.
BS (Gao et al., 2018) proposes predictively amplifying salient convo-
utional channels and skipping unimportant input channels at run-time.
aniDP (Tang et al., 2021) investigates the recognition complexity and
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Fig. 2. Illustration of channel pruning via reverse neuron crowding (CPRNC). Neuron crowding reveals that neighboring similar neurons interfere with the perception of the
target neuron. Neuron crowding degree measure (NCDM) module captures active reverse neuron crowding behavior in channels after modeling neuron crowding (NC). Then NCDM
preserves high priority channels with more informative neurons in the model after reinforcing NC to mitigate performance degradation. Neuron crowding degree recalibrate (NCDR)
module implements sample-oriented neuron crowding recalibration, further improving the pruning criterion’s precision.
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feature similarity between input images and determines the redundant
filter variant for each input instance by aligning the manifold relation-
ship between the instances and the pruned sub-networks. DSNet (Li
et al., 2021) proposes a two-stage training scheme that achieves good
hardware efficiency via dynamically adjusting filter numbers of net-
works at test time for different inputs. Despite the efficient inference
efficiency, most dynamic pruning methods have exorbitant training
costs and are difficult to deploy on resource-constrained edge devices.

2.3. Learning-based pruning

The learning-based approach (Liu et al., 2019; Shen et al., 2022;
Shang et al., 2022) automatically searches for the optimal sub-network
from the original CNN based on the manually formulated constraints.
MetaPruning (Liu et al., 2019) trains a hyper-network and adopts evo-
lutionary search to obtain an optimal candidate network. HALP (Shen
et al., 2022) leverages latency lookup table and global saliency score to
guide pruning. CCEP (Shang et al., 2022) proposes a cooperative coevo-
lution method to reduce pruning space through a divide-and-conquer
strategy. A popular scheme is incorporating Neural Architecture Search
(NAS) (Cai et al., 2020) and channel pruning to learning and searching
for network structures. Despite the remarkable performance, learning-
based methods have a huge computational cost overall. In contrast,
CPRNC is more efficient and easy to train than learning-based methods.

3. Approach

3.1. Preliminaries

Denote the dataset with 𝑁 samples as  = {𝑥𝑖}𝑁𝑖=1, and  = {𝑦𝑖}𝑁𝑖=1
re the ground-truth labels. 𝑊 𝑙 ∈ R𝑐𝑙×𝑐𝑙−1×𝑘𝑙×𝑘𝑙 denotes weight param-
ters of the convolution filters in the 𝑙th layer. For a CNN model with

layers, the 𝑙th convolutional layer 𝑊 𝑙 = {𝐹 𝑙
1 , 𝐹

𝑙
2 ,… , 𝐹 𝑙

𝑐𝑙
} contains

𝑙 𝑙 𝑐𝑙−1×𝑘𝑙×𝑘𝑙 𝑙 𝑙−1 𝑙
filters 𝐹𝑖 ∈ R where 𝑐 , 𝑐 and 𝑘 denote the number of p

3

utput channels, the number of input channels and the kernel size,
espectively.

Channel pruning discovers and estimates the importance of chan-
els in training to prune redundant channels of the network while
ecovering an approximate original accuracy by fine-tuning. In gen-
ral, network pruning can be formulated as the following optimization
roblem:

min
𝑊 𝑙}𝐿𝑙=1

𝑁
∑

𝑖=1
(𝑦𝑖, 𝑓 (𝑥𝑖,𝑊 𝑙)), 𝑠.𝑡.‖𝑊 𝑙

‖0 ≤ 𝜅𝑙 (1)

here (⋅, ⋅) is the loss function and 𝑓 (⋅, ⋅) is the output function of CNN
odel {𝑊 𝑙}𝐿𝑙=1. Besides, ‖ ⋅‖0 is the 𝑙0-norm that measures the number

f non-zero channels in the set, and 𝜅𝑙 is the number of channels to be
preserved in the 𝑙th layer.

Considering the input instances, the feature maps generated by
channels contain rich correlations distinct from the channels them-
selves which are not explicitly related to the input data (Lin et al.,
2020). Unlike investigating the importance of channels in Eq. (1),
feature-guided pruning methods (Lin et al., 2020; Tang et al., 2020; Sui
et al., 2021) mainly identify the importance of feature maps produced
by channels, which can be formulated as follows:

min
{𝐴𝑙}𝐿𝑙=1

𝑁
∑

𝑖=1
(𝑦𝑖, 𝐴𝑙), 𝑠.𝑡.‖𝐴𝑙

‖0 ≤ 𝜅𝑙 (2)

where 𝐴𝑙 = {𝐴𝑙
1, 𝐴

𝑙
2,… , 𝐴𝑙

𝑐𝑙
} ∈ R𝑏×𝑐𝑙×ℎ×𝑤 denotes a set of feature

aps in the 𝑙th layer, with mini-batch size 𝑏, channels 𝑐, rows ℎ,
olumns 𝑤. 𝐴𝑙

𝑖 ∈ Rℎ×𝑤 denotes the feature maps corresponding to
he 𝑖th channel. The feature selection aims to eliminate the redundant
eature maps generated by channels in the original network and retain
he 𝜅𝑙 feature maps by an elaborate pruning criterion. As shown in
q. (2), feature-guided pruning extracts and estimates the feature maps
enerated by the channels for designing pruning criteria, which relate
o the input data. In the previous feature-guided pruning methods,

runing criteria ignore the interdependence between features because
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deriving the features that are genuinely relevant to the input samples
through Eq. (2) alone is complex. Conversely, we design schemes to
build the relationship model among neurons. We regard feature maps
as the responses of neurons within a filter and calculate relationships
between features during training to design pruning criteria related to
input data. Therefore, our approach is feature-guided pruning.

3.2. Neuron crowding modeling

In visual neuroscience, the visual crowding effect is interpreted as
neurons’ particular mechanism that neighboring elements compromise
a target’s perception (Whitney and Levi, 2011). Since consciousness
may not necessarily be continuous in the human brain when perceiving
objectives, similar features surrounding the target lead to enhanced
crowding effects.

Inspired by visual crowding, we introduce visual crowding into the
relational modeling of artificial neurons in neural networks, which can
be interpreted as neuron crowding, where the perception of a target
neuron is compromised by neighboring neurons in the neural network.
Nearby similar neurons amplify the target neuron’s crowding effect, so
a neuron with neuron crowding is a replaceable neuron because the in-
formation it perceives can be imitated by neighboring similar neurons.
Conversely, a neuron with reverse neuron crowding is an informative
neuron because the information it perceives is unique. For pruning, the
more informative neurons are retained, the higher the priority of the
corresponding channels and the stronger the representational capability
of the pruned model.

A practicable implementation of finding neuron crowding is to
appraise the linear separability of the target neuron and the others.
We measure similarity with a score 𝑠(𝑡) = 𝑤𝑇

𝑡 𝑡 + 𝑏𝑡, i.e., a higher score
indicates a higher similarity between 𝑡 and 𝑡𝑖. Therefore, we define for
ach neuron a cost function of the following form for neuron crowding:

(𝑤𝑡, 𝑏𝑡) = 𝐿(1, 𝑠(𝑡)) + 1
𝑀

𝑀
∑

𝑖=1
𝐿(−1, 𝑠(𝑡𝑖)) (3)

where the first term measures the loss 𝐿 on the target neuron 𝑡 and
he second term measures the loss 𝐿 on the other neurons 𝑡𝑖 in a single

channel of the input feature 𝐴𝑙 ∈ R𝑏×𝑐𝑙×𝑤𝑙×ℎ𝑙 . 𝐿(𝑦, 𝑠(𝑡)) = (𝑦 − 𝑠(𝑡))2

is a square loss, so the minimum value obtained when the two terms
in 𝐿(𝑦, 𝑠(𝑡)) are equal. The label of the target neuron 𝑡 is 𝑦 = 1, distin-
guished from the label of others 𝑦 = −1. 𝑀 means the size of the recep-
tive field near the target neuron. In Bouma’s law (Bouma, 1970), crowd-
ing is presented within a restricted window around the target, in which
the window size is rough to 6 mm on the primary visual cortex (Tripa-
thy and Levi, 1994). Precisely measuring neurons’ receptive field during
training is complex. Setting it to the entire channel is a reasonable
and intuitive assumption to reduce computational costs. If the receptive
field is smaller than the whole channel, it would be challenging to com-
pute an approximate solution for the cost function of neuron crowding.
To reduce computing cost, we set the receptive field range 𝑀 = 𝐻 ×

− 1 to all neurons in the entire channel except the target neuron
ather than experimentally measuring the exact receptive field size.

.3. Neuron crowding degree measure module

This section introduces the NCDM module we designed to capture
euron crowding behaviors and then introduces the channel priority
alculation to map informative neurons to the channel dimension for
uiding pruning. Given that feature maps contain rich input-related
nformation, we treat feature maps generated by filters as mappings of
he filter kernel space and apply NCDM to feature maps rather than the
ernel space. During training, we capture neuron crowding behaviors
cross different samples to compute more precise channel importance
cores. NCDM maps neuron crowding degree within a channel to a
riority score, providing a new metric for the pruning criterion, as
hown in Fig. 3.
 c

4

Fig. 3. Illustration of neuron crowding degree measure module (NCDM). After mod-
eling neuron crowding, NCDM generates a candidate channel list through NC (Neuron
Crowding) reinforcement and channel prioritization calculation. These operations are
only applied in the training phase.

Neuron crowding reinforcement. The stronger the neuron crowding ef-
fect, the more similar neurons surround the target. After capturing the
neuron crowding of each neuron, we reinforce the neuron crowding
to find informative neurons. At this point, the neurons with reverse
neuron crowding are considered informative neurons to guide the prun-
ing criterion. Crowding reinforcement is used to amplify the variability
among neurons and retain neurons with reverse neuron crowding,
significantly affecting the model representation capabilities.

Due to the high computational cost of optimizing Eq. (3) for each
neuron to capture neuron crowding, the aim here is to select a subset
of discriminative and informative neurons automatically. Note that the
optimal value of Eq. (3) characterizes the separability between the
target neuron 𝑡 and other neurons 𝑡𝑖, and thus can be used to measure
the degree of discriminability of 𝑡. Optimizing Eq. (3) for thousands of
neurons in each channel would be prohibitive, so we adopt a similar
practice to Aubry et al. (2014) where the squared loss 𝐿 can be used
to obtain the optimal solution 𝐸∗ of Eq. (3) in closed form:

𝐸∗ = 4
2 + (𝑡 − 𝜇)𝑇𝜙(𝑡 − 𝜇)

(4)

where 𝜇 = 1
𝑀

∑𝑀
𝑖=1 𝑡𝑖 and 𝜙 = 1

𝑀
∑𝑀

𝑖=1(𝑡𝑖 − 𝜇)(𝑡𝑖 − 𝜇)𝑇 denote the mean
and covariance of the all neurons except 𝑡 in single channel. Under a
reasonable assumption that all neurons within a single channel follow
an approximate distribution, then the mean and covariance can be
reused by all neurons in the corresponding channel.

For pruning in practice, we evaluate 𝛷(𝑡) of each candidate neuron
𝑡, which is inversely proportional to the solution 𝐸∗. The formula is as
follows:

𝛷(𝑡) = (𝑡 − 𝜇)𝑇𝜙(𝑡 − 𝜇) (5)

If the 𝛷(𝑡) for target neuron 𝑡 is high, the neuron is more distinguishable
han other neurons in the receptive field range 𝑀 . If the 𝛷(𝑡) is small,
he target 𝑡 is not discriminative. A sigmoid function is subsequently
pplied to scale all neuron responses generated via the input samples
s follows:

̃𝑙 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝛷𝑙)⊙ 𝐴𝑙 (6)

here 𝛷𝑙 denotes the reverse neuron crowding scores corresponding
o all neurons of all channels in the 𝑙th layer, and sigmoid is used to
onstrain the value 𝛷 that is too large. The captured neuron responses
re fed back to the corresponding neurons as Eq. (6) to automat-
cally obtain reinforcement or inhibition, making the neurons with
everse neuron crowding distinctive from others. Unlike L1-norm or L2-
orm sparsity, neuron crowding reinforcement amplifies inter-neuron
ariability more smoothly. Except for calculating the mean and co-
ariance, all operations in the implementation are matrix element-wise
perations to ensure parallel acceleration on GPU.

hannel priority calculation. A dimensional mapping method is needed
or structured channel pruning to map the various neuron responses
utomatically captured by each channel to vector as the corresponding

hannel priority. The list of channel priorities is then sorted according
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1

to the calculated priorities, and pruning operations are performed for
channels with low importance scores. The 𝛷𝑙 that measures the degree
of crowding of all neurons in a layer is used to calculate the channel
priorities. For aggregating entire channel’s contextual information to
calculate the channel priority, we apply 𝑙2-norms to operate across all
neurons in each channel as follows:

�̄�𝑙 = {
𝐻
∑

𝑖=1

𝑊
∑

𝑗=1
(𝛷𝑙

∶,∶,𝑖,𝑗 )
2 + 𝜖}

1
2 (7)

here 𝜖 is a small constant used to avoid problems caused by extreme
ases such as zero values. Then, the corresponding priority for each
hannel can be derived by the normalized �̃�𝑙, defined as follows:

̃ 𝑙 = �̄�𝑙

‖�̄�𝑙
‖

2
= �̄�𝑙

{(
∑𝐶

𝑐=1(�̄�
𝑙
∶,𝑐,∶,∶)2) + 𝜖}

1
2

(8)

fter adopting a sigmoid, 𝜌𝑙 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(�̃�𝑙) is used to measure the
hannel importance for subsequent pruning after training. The compu-
ational complexity of NCDM is (𝑂(𝐶)). The proposed NCDM module is
pplied after the second convolution layer in each block for networks
ith residual blocks.

.4. Neuron crowding degree recalibrate module

This section proposes a neuron crowding degree recalibrate module
o nonlinearly process the channel priority list generated by each input
ample. Discriminative samples are distinguished by calculating the
ample confidence to recalibrate the channel priority list generated by
CDM. In contrast to the common global averaging, we emphasize the

esults of discriminative samples that capture more informative neurons
ith reverse neuron crowding. Discriminative samples further improve

he precision of the pruning criterion, and the validity is demonstrated
xperimentally in Section 4.3.

Inspired by knowledge distillation (Zhao et al., 2022), the semantic
nformation of logits related to the input samples is explicit and ab-
tract, so we use the model logits of each sample as a criterion for
easuring discriminative samples. When a model is confident in its

lassification of an input image, its output logits tend to be relatively
arge. Conversely, when the classification confidence is low, the out-
ut logits are usually close across different classes. This phenomenon
uggests that the model can learn richer semantic information from
ifferent classes when it has low classification confidence. In addition,
well-trained model may gradually approach the overfitting state in

he later stage of training, where it usually has high classification
onfidence and may be less likely to learn new knowledge. Pretrained
odels are more prone to this state during pruning training, where

he channel importance obtained from feature map crowding is of low
alue. Some dynamic pruning methods (Gao et al., 2018; Li et al.,
021) propose dynamic routing sub-networks in inference based on the
ssumption that channel importance is highly correlated with input.
owever, as these methods preserve the original model structure,

hey are still difficult to deploy on resource-limited devices, limiting
heir practical applications in industry. To address the issue of highly
orrelated channel priority lists, we perform different treatments by
ssigning more significant scores to discriminative samples.

We calculate the difference 𝛿 ∈ R𝑏×1 between the top-2 logits
f outputs as model confidence of each sample. Instead of directly
omparing the top logits of model outputs across different samples, a
ore efficient method of obtaining a sample’s logit distribution is to

ompare the first two logits. Although more intricate algorithms can
etter explore the variation in logit distribution among inputs, we aim
o recalibrate the channel priority list generated by NCDM to achieve
more precise pruning criterion. Hence, NCDR employs 𝛿 as a simple
etric to differentiate discriminative samples. Experimentally, the low

onfidence samples make the logits of the model contain rich semantic
nformation, and the model learns richer knowledge from this sample
hen 𝛿 is less than a manually set threshold 𝜃. The channel priority
5

ist obtained at this point should be more significant than that under
he high confidence samples. The key to distinguishing discriminative
amples is the setting of 𝜃. Therefore we use the average confidence
f all samples in a batch as the threshold 𝜃 = 1

𝐵
∑𝐵

𝑖=1 𝛿𝑖. Manually
tuning 𝜃 can further improve the effect of NCDR. For discriminative
amples, we apply a multiplication factor of 𝛼 ∈ (0.5, 1], while we apply

a factor of (1 − 𝛼) for other samples to reduce the significance of this
component. More experiments exploring the impact of different values
of 𝜃 and 𝛼 are shown in the supplementary material. Furthermore, the
model may classify discriminative samples incorrectly but can still learn
informative knowledge. Conversely, the model may be overly confident
in a particular category in the event of misclassification, but this issue
can be effectively mitigated by NCDR. The ultimate aim of NCDR is
to recalibrate the channel priority list 𝑃 = {𝜌1, 𝜌2,… , 𝜌𝑙} of the sub-
network obtained under high confidence misclassification. Therefore,
the formula for NCDR is as follows:

𝑃 ′ =
{

𝛼 ∗ 𝑃 , 𝛿 < 𝜃
(1 − 𝛼) ∗ 𝑃 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(9)

Finally, averaging 𝑃 ′ under all batches to obtain the final channel
priority list to prune the model. For a given compression rate, filter
𝐹 𝑙
𝑖 with smaller {𝑃 ′}𝑙𝑖 will be pruned to get a compact sub-network.

The preserved filters retain the ability of the original network due
to the retention of more informative neurons by NCDM and NCDR.
Eventually, the network is fine-tuned to recover performance after
pruning. The procedure of the overall CPRNC algorithm is shown in
Algorithm 1.

Algorithm 1 Procedure description of CPRNC

Input: Pre-trained model, preserved filters 𝜅𝑙.
Output: Pruned model
1: for 𝑖 in batches do
2: for each input sample do
3: Capture and reinforce neuron crowding as Equation (6);
4: Calculate channel priority list 𝜌 via Equation (8);
5: end for
6: Model.backward();
7: Calculate difference 𝛿𝑖 between the top-2 logits;
8: if 𝛿𝑖 < 𝜃 then
9: 𝑃 ′

𝑖 = 𝛼 ∗ 𝑃𝑖;
10: else
11: 𝑃 ′

𝑖 = (1 − 𝛼) ∗ 𝑃𝑖;
12: end if
13: end for
14: Averaging channel priority list 𝑃 ′

𝑖 under all batches;
5: Sorting {𝑃 ′

𝑗 }
𝑐𝑙
𝑗=1 in ascending order and prune 𝑐𝑙−𝜅𝑙 filters with the

𝑐𝑙 − 𝜅𝑙 lowest 𝑃 ′
𝑗 ;

6: return Pruned model.

4. Experiment

In this section, the proposed pruning method of channel pruning
via reverse neuron crowding (CPRNC) is investigated by extensive
experiments on image classification datasets CIFAR-10 (Krizhevsky and
Hinton, 2009) and ImageNet1K (LSVRC-2012) (Deng et al., 2009).
CIFAR-10 dataset contains 60K RGB images from 10 classes, 50K
images for training, and 10K for testing. ImageNet1K dataset composes
of 1.28M training images and 50k validation images from 1000 classes.
We follow the data augmentation of PyTorch official example including
random cropping and flipping. ResNet (He et al., 2016) with different
depths are pruned to verify the effectiveness of the proposed method.
For ResNet, We use the official torchvision base model for a fair
comparison.
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Table 1
Comparison in terms of accuracy drop and pruning ratio on CIFAR-10. The algorithms are listed in ascending order of the
pruning ratio.
Model Method Base Pruned Acc↓ Params. FLOPs

Acc (%) Acc (%) (%) (↓%) (↓%)

ResNet-20
FPGM 92.20 90.44 −1.76 133.41K(51.0) 18.77M(54.0)
SCOP 92.22 90.75 −1.47 118.99K(56.3) 18.07M(55.7)
CPRNC(Ours) 92.22 90.98 ± 0.05 −1.24 117.62K(56.8) 17.95M(56.0)

ResNet-32
FPGM 92.63 91.93 −0.70 229.62K(50.8) 32.35M(53.2)
SCOP 92.66 92.13 −0.53 204.42K(56.2) 30.56M(55.8)
CPRNC(Ours) 92.66 92.37 ± 0.06 −0.29 204.42K(56.2) 30.49M(55.9)

ResNet-56

DTP 93.36 93.46 +0.10 – 63.19M(49.7)
HRank 93.26 93.17 −0.09 492.81K(42.4) 62.88M(50.0)
FPGM 93.59 93.49 −0.10 422.66K(50.6) 59.60M(52.6)
SCOP 93.70 93.64 −0.06 373.89K(56.3) 55.33M(56.0)
CPRNC(Ours) 93.70 93.83 ± 0.04 +0.13 373.03K(56.4) 54.95M(56.3)
GAL 93.26 91.58 −1.68 290.00K(65.9) 49.99M(60.2)
DTP 93.36 92.46 −0.90 – 35.03M(72.1)
CHIP 93.26 92.05 −1.21 241.27K(71.8) 34.83M(72.3)
CPRNC(Ours) 93.70 92.87 ± 0.06 −0.83 228.44K(73.3) 33.83M(73.1)

ResNet-110

GAL 93.50 92.74 −0.76 0.95M(44.8) 130.37M(48.5)
FPGM 93.68 93.74 +0.16 – 120.75M(52.3)
CPRNC(Ours) 93.50 94.16 ± 0.03 +0.66 0.82M(52.6) 120.00M(52.6)
HRank 93.50 92.65 −0.85 0.53M(68.7) 79.30M(68.6)
CHIP 93.50 93.63 +0.13 0.55M(68.3) 71.89M(71.6)
CPRNC(Ours) 93.50 93.74 ± 0.03 +0.24 0.48M(72.1) 71.89M(71.6)
c
w

The methods for comparison include eight static channel pruning
ethods: DTP (Li et al., 2023), GAL (Lin et al., 2019), FPGM (He et al.,
019), Autopruner (Luo and Wu, 2020), DepGraph (Fang et al., 2023),
Rank (Lin et al., 2020), SCOP (Tang et al., 2020), ResRep (Ding et al.,
021), CHIP (Sui et al., 2021), PNNCCG (Tukan et al., 2022); three
ynamic pruning methods: ManiDP (Tang et al., 2021), DSNet (Li et al.,
021), FTWT (Elkerdawy et al., 2022); five learning-based methods:
etaPruning (Liu et al., 2019), EagleEye (Li et al., 2020), NPPM (Gao

t al., 2021), HALP (Shen et al., 2022), CCEP (Shang et al., 2022); All
he results of the pruning ratio of FLOPs and accuracy are obtained
irectly from their original reports. The extent to which the model’s
ccuracy declines after pruning is strongly associated with the pruning
atio. Specifically, as the pruning ratio (measured in terms of FLOPs
eduction) increases, the loss of accuracy in the model also tends to
ecome more pronounced. Our method CPRNC shows superior results
t multiple pruning ratios, which proves its effectiveness. The com-
only used ResNet architectures on CIFAR-10 and ImageNet include
esNet-20/32/56/110 and ResNet-34/50.

mplementation details. We conduct our empirical evaluations on two
VIDIA 3090Ti GPUs with PyTorch 1.10 framework in each experi-
ent using a uniform random seed. Although training the model on

mageNet large-scale datasets is time-consuming, we perform at least
hree experiments and average the results. All layers are pruned with
he same pruning rate following Sui et al. (2021) for a fair comparison.
n the training phase, we train 8 epochs for pruning to capture and
einforce neurons with neuron crowding with a standard pre-trained
odel from torchvision. The experiments examining the impact of

arying training epochs on the accuracy of the resulting submodel
re presented in Appendix. On CIFAR-10 datasets, the learning rate,
atch size, and optimizer are set to 0.01, 256, SGD, while those on
mageNet1K are 0.0001, 128, and SGD. After a quick pruning phase,
he pruned network is fine-tuned for 300 epochs on CIFAR-10 with
omentum, weight decay, and initial learning rate of 0.9, 0.0005, and
.1, respectively. On the ImageNet1K dataset, fine-tuning is performed
or 180 epochs with the batch size, momentum, weight decay, and
nitial learning rate as 256, 0.99, 0.0001, and 0.01.

.1. Comparison with different methods on CIFAR-10

Table 1 shows the comparison of different methods on CIFAR-10.
HIP (Sui et al., 2021) and DTP (Li et al., 2023) are state-of-the-art
 a

6

static channel pruning method. Compared to it, our method achieves
higher test accuracy with lower FLOPs. FPGM, HRank, and SCOP are
all classical static pruning methods that adjust the pruning criteria from
four perspectives: filter similarity, feature map rank, and scientific con-
trol. Our method designs a more precise pruning criterion through the
reverse neuron crowding metric, demonstrating superior performance
on different ResNet structures. The pruning ratio for each layer is the
same in these methods, and we follow the same strategy to make a fair
comparison. CPRNC shows superior performance even with a simple
pruning strategy, while our method is flexible enough to combine with
more complex pruning strategies to achieve better performance.

For the ResNet-56 model, CPRNC can bring a 0.13% accuracy
increase over the baseline model with a 56.3% FLOPs reduction. On
small-scale datasets, a pruned model can outperform the original model
due to the sufficient training cost. Additionally, different fine-tuning
settings and the new search space after pruning are also factors that
affect the final performance of the model. Therefore, ResNet-56 can
be fine-tuned to better accuracy when compressed by more than 2x
FLOPs reduction. Compared with FPGM and SCOP, CPRNC can achieve
both a larger pruning ratio and a smaller accuracy drop. High pruning
rates can result in severe accuracy loss due to the inevitable permanent
damage to the model structure. Therefore, static pruning methods
under aggressive pruning experience even more drastic accuracy degra-
dation. At a high FLOPs reduction of 73.1%, CPRNC still achieves fewer
accuracy drops than SOTA methods CHIP and DTP with smaller model
sizes.

4.2. Comparison with different methods on ImageNet

We evaluate the performance of ResNet-34/50, the most popular
CNN in compression research. The ResNet structure is more compact
and less redundant, making it more challenging to prune than VGG.
Regarding model complexity, the pre-trained ResNet-34/50 on Ima-
geNet consisted of 21.80/25.56 million parameters and 3.66/4.09 giga
multiply-add (as a measure of FLOPs). Tables 2 and 3 summarize the
performance of different approaches on the ImageNet1K dataset. We
prune ResNet-50 at four different compression rates (50%, 57%, 62%,
77%) to compare with different methods. Compared to the previous
methods (e.g., CHIP, DSNet, CCEP), our method achieves higher ac-
uracy (e.g. 76.43% with CPRNC v.s. 76.30% with CHIP v.s. 76.10%
ith DSNet v.s. 76.06% with CCEP on ResNet-50), while more FLOPs

re pruned. These three methods are static pruning, dynamic pruning,
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Table 2
Comparison of different methods based on ResNet-50 in terms of accuracy drop and pruning ratio on ImageNet1K. ‘Baseline’ and ‘Pruned’ denote the test accuracy of the pre-trained
and pruned networks. The algorithms are listed in ascending order of the FLOPs reduction. The ‘−’ means that the corresponding result is not provided in its original paper.

Model Method Static Top-1 accuracy (%) Top-5 accuracy (%) FLOPs (↓ %)

Baseline Pruned Acc↓ Baseline Pruned Acc↓

ResNet-50

CCEP ✗ 76.13 76.06 −0.07 92.86 92.81 −0.05 2.27G(44.6)
DSNet ✗ – 76.10 – – – – 2.20G(46.2)
MetaPruning ✗ 76.60 75.40 −1.20 – – – 2.00G(51.1)
EagleEye ✗ – 76.40 – – – – 2.00G(51.1)
GAL ✓ 76.15 71.95 −4.20 92.87 90.94 −1.93 2.33G(43.0)
CHIP ✓ 76.15 76.30 +0.15 92.87 93.02 +0.15 2.26G(44.8)
Autopruner ✓ 76.15 74.76 −1.39 92.87 92.15 −0.72 2.10G(48.7)
CPRNC(Ours) ✓ 76.15 76.43 ± 0.07 +0.28 92.87 93.20 ± 0.08 +0.33 2.04G(50.1)

NPPM ✗ 76.15 75.96 −0.19 92.87 92.75 −0.12 1.81G(56.0)
CCEP ✗ 76.13 75.55 −0.58 92.86 92.63 −0.23 1.79G(56.4)
DepGraph ✓ 76.15 75.83 −0.32 – – – 1.99G(51.8)
FPGM ✓ 76.15 74.83 −1.32 92.87 92.32 −0.55 1.90G(53.5)
SCOP ✓ 76.15 75.26 −0.89 92.87 92.53 −0.34 1.86G(54.6)
DTP ✓ 76.13 75.55 −0.58 – – – 1.77G(56.7)
CPRNC(Ours) ✓ 76.15 75.96 ± 0.05 −0.19 92.87 92.86 ± 0.07 −0.01 1.77G(56.7)

HALP ✗ 76.15 74.30 −1.85 – – – 1.51G(63.0)
CCEP ✗ 76.13 74.87 −1.26 92.86 92.35 −0.51 1.47G(64.1)
DTP ✓ 76.13 75.24 −0.89 – – – 1.60G(60.9)
PNNCCG ✓ 76.22 75.13 −1.09 – – – 1.57G(61.5)
HRank ✓ 76.15 71.98 −4.17 92.87 91.01 −1.86 1.55G(62.1)
ResRep ✓ 76.15 75.30 −0.85 92.87 92.47 −0.40 1.55G(62.1)
CHIP ✓ 76.15 75.26 −0.89 92.87 92.53 −0.34 1.52G(62.8)
CPRNC(Ours) ✓ 76.15 75.45 ± 0.02 −0.70 92.87 92.62 ± 0.08 −0.25 1.55G(62.1)

Autopruner ✓ 76.15 73.05 −3.10 92.87 91.25 −1.62 1.39G(66.0)
HRank ✓ 76.15 69.10 −7.05 92.87 89.58 −3.29 0.98G(76.0)
CPRNC(Ours) ✓ 76.15 73.05 ± 0.07 −3.10 92.87 91.27 ± 0.10 −1.60 0.95G(76.7)
and learning-based pruning methods. This result confirms the superior
performance of our method on large-scale datasets.

ResNet-50. For a fair comparison with other static pruning methods,
all layers in CPRNC are pruned with the same pruning rate. 50% and
56% are common pruning ratios in static pruning methods. With FLOPs
reduction around 56%, DepGraph and DTP reach 75.83% and 75.55%
top-1 accuracy at 51.8% and 56.7% compression, respectively, while
CPRNC reaches a better accuracy 75.96% at a higher compression
rate. With FLOPs reduction around 50%, CPRNC achieves a top-1
accuracy of 76.43%. While CHIP reaches 76.30% top-1 accuracy at
44.8% compression, CPRNC achieves 0.13% higher accuracy than CHIP
at a higher compression of 50.1%. At high pruning rates, CPRNC also
achieves higher performance at lower FLOPs than competing methods.
HRank and ResRep accelerate ResNet-50 by a 62.1% speedup rate with
71.98% and 75.30% top-1 accuracy, respectively, while CPRNC reaches
a higher accuracy by 75.45% at the same compression. With FLOPs
reduction around 76%, CPRNC achieves a lower accuracy drop of
3.10%, which is better than HRank of 7.05%. This result demonstrates
that CPRNC mitigates the performance degradation of sub-networks at
high pruning rates.

Dynamic pruning methods retain the complete original network
and achieve acceleration by dynamically routing sub-networks during
inference. Although dynamic pruning methods are limited in practi-
cal deployment, some methods (Tang et al., 2021; Li et al., 2021)
achieve superior results on ImageNet. CPRNC, a static pruning method,
achieves competitive performance with dynamic pruning methods on
ImageNet. DSNet is a dynamic channel pruning method that achieves
76.10% accuracy at 46.2% compression. CPRNC performs better at
50.1% compression with a top-1 accuracy of 0.48% higher. EagleEye
is a learning-based pruning method that achieves 76.40% accuracy at
51.1% compression. CPRNC achieves higher performance by 76.43%
at 50.1% compression. Learning-based pruning methods are like al-
gorithms of neural architecture search rather than pruning methods.
Such as, CCEP relies on an evolutionary algorithm to search for an
optimal sub-network. The training budget for such algorithms is hefty,
while that of CPRNC for pruning is almost negligible. Compared to
CCEP, CPRNC has a lower accuracy drop of 0.19% at a similar FLOPs

reduction of 56.7%, which is better than CCEP 0.58%.
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ResNet-34. Some pruning methods do not provide results on ResNet-
50, such as ManiDP and FTWT, so we follow them to provide results on
ResNet-34 for comparison. Both FTWT and ManiDP are recent compres-
sion research about dynamic pruning. CPRNC accelerates ResNet-34 by
a 49.5% FLOPs reduction with 73.41% top-1 accuracy, while FTWT and
ManiDP reach lower accuracy and compression rate. Compared with
static pruning methods (e.g. 72.63% with FPGM at 41.1% compression),
CPRNC has a noticeable accuracy improvement.

4.3. Ablation study

Varying pruning rate. We follow SCOP (Tang et al., 2020) to provide the
accuracy variation of ResNet-56 on CIFAR-10 between pruning rates
of 10% and 80%. A pruning rate of 0 represents the accuracy of the
original model as a baseline. For a fair comparison, we use the same
parameter settings in training. The accuracy of the pruned network
with different pruning ratios is shown in Fig. 4. Excessive reduction
in the number of channels will inevitably impair the original network
performance. Our method also performs better than other state-of-the-
art methods (e.g. SCOP, CCEP) at higher pruning ratios. The accuracy
under aggressive pruning does not match our expectations, and this is
related to the pruning strategy with the same pruning ratio in each
layer. In addition, our method achieves a slight accuracy improvement
over the baseline model at a low pruning rate. We attribute this to
the effect of relatively sufficient fine-tuning epochs on the small-scale
dataset.

Effectiveness of excavating neuron crowding. We perform ablation exper-
iments using ResNet-56 on CIFAR-10 and ResNet-34 on ImageNet to
demonstrate the effectiveness of NCDM and NCDR in excavating neuron
crowding, respectively. Even on the large-scale dataset ImageNet we
still perform at least three experiments and take the average results.
The impacts of NCDM or NCDR are empirically investigated in Table 4.
Without NCDM and NCDR, the simplest channel pruning (pruning only
by CPC (Channel Priority Calculation) in Section 3.3 under inputs 𝐴𝑙)
cannot accurately identify the more competitive channels. At this point,
the method degrades to a feature map pruning method based on the

L2-norm criterion similar to Li et al. (2017), which brings a severe
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Table 3
Comparison of different methods based on ResNet-34 in terms of accuracy degradation and pruning rate on ImageNet1K.
‘Baseline’ and ‘Pruned’ denote the test accuracy of the pre-trained and pruned networks. The ‘−’ means that the corresponding
result is not provided in its original paper.

Model Method Static Top-1 accuracy (%) Top-5 accuracy (%) FLOPs (↓ %)

Baseline Pruned Acc↓ Baseline Pruned Acc↓

ResNet-34

FTWT ✗ 73.30 72.17 −1.13 – – – 1.92G(47.4)
NPPM ✗ 73.30 73.01 −0.29 91.42 91.30 −0.12 2.06G(44.0)
ManiDP ✗ 73.30 73.29 −0.01 91.42 91.42 0.00 1.95G(46.8)
FPGM ✓ 73.92 72.63 −1.29 91.62 91.08 −0.54 2.16G(41.1)
CPRNC(Ours) ✓ 73.30 73.41 ± 0.05 +0.11 91.42 91.44 ± 0.02 +0.02 1.85G(49.5)
Fig. 4. The accuracy of the pruned ResNet-56 vary w.r.t pruning rate on CIFAR-10.
The reduction in FLOPs of the pruned model is not strictly linearly related to the set
pruning rate. CPRNC outperforms competing methods at different pruning rates.

Table 4
Effectiveness of excavating neuron crowding. The top-1 accuracy of the pruned
networks is reported. ‘Gap’ means the difference in accuracy after applying NCDM
or NCDR.

Dataset Model NCDM NCDR Acc (%) Gap (%)

CIFAR-10 ResNet-56
✗ ✗ 93.22 ± 0.12 –
✓ ✗ 93.70 ± 0.03 +0.48
✓ ✓ 93.83 ± 0.04 +0.61

ImageNet ResNet-34
✗ ✗ 71.88 ± 0.10 –
✓ ✗ 73.13 ± 0.08 +1.25
✓ ✓ 73.41 ± 0.05 +1.53

accuracy drop. The degraded method struggles to precisely estimate
the channel importance, which results in a severe drop in accuracy.
The accuracy of the pruning methods without NCDM and NCDR is
93.22% and 71.88% on CIFAR-10 and ImageNet, respectively, which is
0.48% and 1.42% lower than the original model. Experiments validate
the effectiveness of NCDM and NCDR (e.g.+0.61% on CIFAR-10 and

1.53% on ImageNet) that avoid the performance degradation. CPRNC
s a data-driven pruning method. On CIFAR-10, we exhibit marginal
ifferences compared to other competitive methods, primarily due to
he limited sample numbers of the dataset. Our approach demonstrates
ore significant performance improvement on the large-scale ImageNet
ataset. NCDM effectively aggregates the informative neurons in the
hannel, and NCDR further screens for discriminative samples to recal-
brate reverse neuron crowding. CPRNC provides a more efficient and
ccurate perspective than the previous pruning criterion.

. Conclusion

This paper proposes a lightweight CPRNC method to excavate effi-
ient sub-networks and provides a new perspective on neuron crowding
or channel pruning criteria. By systematically exploring visual crowd-
ng theories, we construct a cost to perform relational modeling of
8

artificial neurons in the neural network for guiding pruning. In NCDM,
the assessment of channel importance scores on the extent of reverse
neuron crowding within the channel. This approach affords a more
fine-grained and precise perspective than prior pruning criteria. In
the training phase, the neuron-wise crowding reinforcement applies
to capture informative neurons with reverse neuron crowding, which
facilitates the acquisition of discriminative channels. Then NCDR fur-
ther excavates the relationship between input samples and neuron
crowding, which improves the probability that the model learns rich
knowledge. NCDR enhances the accuracy and rationality of the chan-
nels priority list used to obtain sub-networks by recalibrating reverse
neuron crowding evaluation scores with the aid of discriminative sam-
ples. Compared with the state-of-the-art methods, the pruned networks
obtained by CPRNC perform better with less computational cost. Ex-
tensive experiments are conducted on several benchmarks to verify the
effectiveness of our method.

However, our pruning strategies limit channel pruning only within
residual connections to ensure output dimensions remain consistent
while applying a fixed pruning ratio for each layer. It is sub-optimal,
although we achieve superior performance. On the other hand, there
are still several parameters in our method. In the future, we will address
these issues better and achieve more efficient model compression.
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