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ABSTRACT 

 
Despite the positive trends in the development of face 

detection, open challenges still exist, such as the detection of 
degraded faces caused by small-size, defocus blur and 
occlusion in surveillance video. When utilizing anchor-based 
methods, the anchors are the basic units of training samples, 
and their ranges are proportional to the ranges of the original 
label boxes (ground truth). This paper argues that the selected 
range of an anchor is crucial for a detection task and proposes 
a face detection model CAHR (context-anchors for hybrid-
resolution model) to balance the image resolution and the 
spatial context range for the purposes of locating small faces. 
In the training phase, specific size of spatial context is 
introduced for each anchor, and an image pyramid is 
employed for a dual CNNs model. In experiments, the in-
depth analysis of amplification ratio of the anchor and the 
detection rate is revealed. The detection rate of the small faces 
is improved by using the proposed model. It is also validated 
with a massively face datasets (WIDER FACE), 
demonstrating its superiority to the original hybrid-resolution 
model (HR) and some other advanced methods. 
 

Index Terms— anchor-based, face detection, context 
 

1. INTRODUCTION 
 
In recent years, anchor-based face detection methods have 
presented satisfactory performance on the benchmark dataset 
WIDER FACE [9] and FDDB. However, there are thorny 
issues involved the detection of degraded faces caused by 
small-size, defocus blur and occlusion in surveillance video. 
On the other hand, for a convolutional neural network itself, 
small-size face offers too few features within the range of 
facial range due to the spatial pooling process [5]. It is already 
proved that low-level features are helpful to detect small 
objects [3], while spatial contextual information is also 
valuable for small object detection. The role of contextual 
information in object detection was explored in [10, 18, 19]. 
In anchor-based object detection methods [2, 3, 5, 17], the 
context information of faces is employed via the fusion of the 
feature maps. The receptive field of high-level feature is 

usually larger than that of low-level feature, if the receptive 
field of low-level feature is close to that of face, the receptive 
field of high-level feature naturally includes the contextual 
information of a facial image.  

For a small-face detection task, expanding the range of 
an anchor could capture the topological structure of human 
hair, shoulder and head edge, which contains more abundant 
information than only using facial features. However, the use 
of contextual information is not always beneficial. For 
example, in the low-density face detection task, directly 
enlarging the anchor would introduce background area, so 
that the inter-class scatter between foreground and 
background samples spread, which is not conducive to the 
convergence of model training. Another case is in the high-
density face detection task, too large anchor may contain 
multiple faces, which will suppress the local response peak of 
the model, resulting in the lower accuracy of object’s location.  

In this paper, we propose a face detection model CAHR 
(context-anchors for hybrid-resolution model) to balance the 
image resolution and the spatial context range for the 
purposes of finding small faces. We explore the effect of 
using contextual information of different magnitude on 
model detection and find that a certain amount of context is 
beneficial, while excessive context information will reduce 
the proportion of face features to disturb the detection. After 
testing the influence of context-anchor on various scales, we 
finally use context-anchor on 2X and 4X enlarging image for 
detection. Difference from other models, CAHR employs 
spatial context via the expended anchor according to the 
specific range to each training sample. As a multi-scale face 
detection model, CAHR also employs an image pyramid 
structure and separately feeds a dual ResNet to adapt to the 
faces with variable sizes.   
 

2. THE APPROACH 
 

2.1 Anchor Box and Hybrid Resolution Model 
 
Anchor box is firstly introduced in [1] that served as 
references at multiple scales and aspect ratios for object 
detection. This scheme can be regarded as a pyramid of 
regression references, which avoids enumerating images or 
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filters of multiple scales or aspect ratios, thus accelerates 
running speed. At each sliding-window location, it 
simultaneously predicts multiple region proposals, which we 
call anchors. An anchor is centered at the sliding window and 
is associated with a scale and aspect ratio. In an anchor-based 
model, the anchors are the basic units of training samples, and 
their ranges are proportional to the ranges of the original label 
boxes (ground truth). 
 
Hybrid Resolution Model (HR) [3] is a multi-scale face 
detection model, which adopts feature map fusion to use 
context information. Image pyramid is adopted to find small 
faces. It firstly creates a coarse image pyramid, and then feeds 
the scaled input into a CNN to predict template responses at 
every resolution. In the end, it applies non-maximum 
suppression (NMS) at the original resolution to get the final 
detection results. It runs the templates tuned for 40-140px tall 
faces on the coarse image pyramid including 2X interpolation, 
while only runs the templates tuned for less than 20px tall 
faces on only 2X interpolated images. We choose HR model 
as a baseline, because it is an anchor-based multi-scale model 
with the state-of-the-art performance for small-face detection. 
 
2.2 Context-anchors  
 
2.2.1 Amplification Ratio of anchor 
Previous feature fusion methods employ high-level feature 
layers to expand the receptive field. This is a simple but 
coarse way to introduce contextual information which would 
introduce unexpected information to affect the training. 
Context-anchor utilizes contextual information in the most 
straight-forward way - directly expands the face label box 
(ground truth), so that the anchor could contain the context 
information of a face. In the CAHR model, the training 
process is as follows, as illustrated in Fig.1, we define a 
context-anchor amplification ratio 𝑛 , for each training 
sample, the label box of ground truth is enlarged to 𝑛 times. 
Because anchors of the model are designed to be clustered by 
label box in training datasets, so that when selecting positive 
samples for different anchors in training, the peripheral 
information of a face including the head and shoulders is 
considered. When using context-anchor model for detection, 
the output bounding box should be cropped with a scaling 
coefficient 1/𝑛 . The amplification ratio 𝑛  is the key 
parameter for a context-anchor. We will discuss its optimal 
value in the experiment section.  
 
2.2.2 Training Label Clustering 
Clustering is used to get limited anchors’ setting values, 
which enables the anchor to expand with the expansion of the 
label box. The length and width of the face labels in the 
training set are used as two-dimensional feature vectors input, 
and 25 clustering centers are obtained by K-means clustering 
method. These 25 clustering centers are selected as anchor's 
length and width, so that the model can be applied to multi-
scale and multi-pose face detection.  

 
2.3 Model Structure 
As shown in Fig.2, CAHR firstly uses image pyramid 
structure to process images to 0.5X, 1X, 2X and 4X. Context-
anchors are used for the 2X and 4X outputs of the image 
pyramid. For the 0.5X and 1X output, conventional anchors 
are used. This designation is to balance the image resolution 
and the spatial context range for the purposes of finding small 
faces. For the medium and large face, 1X and 0.5X image 
with the conventional anchors is the dominant output for the 
score map, while for the small or low-resolution face, 2X and 
4X image with the context-anchors is the dominant output for 
the score map. The dual model adopts res101 network, with 
two-layer feature map fusion, sampled on res4 and fused with 
res3 feature map as score layer, and uses the single-layer 
score layer to predict. 
 

3. EXPERIMENTS 
 

3.1 Experiments of amplification ratio 

 
Fig.1. Context-anchors  

 
Fig.2. Overview of CAHR 
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Training settings: Considering that context information is 
mainly used to deal with low-resolution face detection, first 
of all, we expect for a reasonable amplification ratio 𝑛 
through experiments. We want to explore the ability of 
context-anchor in the detection of faces in the crowd, those 
faces are hard to detect because of low-resolution. Those 
images are few in public datasets. We build a crowd-face-
detection dataset FIC1(Faces in the crowd), the images are 
selected from face dataset WIDER FACE, FDDB, AFW and 
internet. We choose 30 images and label 6474 faces.  This 
dataset includes 10 grayscale images and 20 color images, the 
maximum number of faces in one image is 868. We train the 
model on this high-density human face dataset, setting 
batchsize as 7, learning rate as 10-6, for the model obtained 
by 1000 iterations with different amplification ratio 𝑛. 
Test Settings: When testing on FIC test set, the NMS 
threshold is 0.3 and the score threshold is 0.03. 

As illustrated in Fig.3, the relationship of the 
amplification ratio of the anchor and the detection rate was 
revealed. When the amplification ratio 𝑛 is between (1,1.75), 
the mAP is improved. When the amplification ratio is greater 
than 1.75, the mAP becomes worse with the increase of 𝑛. It 
indicates that the appropriate utilization of context 
information can improve the detection performance, while 
overdependence on context information will lead to even 
worse detection results. When 𝑛 ൌ 1.25, mAP got the peak. 
In the following experiment, 1.25 is set as a default value.  
 
3.2 Experiments on WIDER FACE 
 
Training Settings: In this part, the context-anchor model 
with the amplification ratio 𝑛 ൌ 1.25 is tested. The training 
set is WIDER FACE training set, batchsize is 7, learning rate 
is 10-4. All the context-anchors structure model obtained by 
50 iterations. 

                                                 
1 https://github.com/AIoTP/faces_in_crowd 
 

Test Settings: The test set is WIDER FACE evaluation 
dataset, the NMS threshold is 0.3, and the score threshold is 
0.03. 
 
3.2.1 Experiments on context-anchors for 2X and 4X. 
First, all images are enlarged to 2X. As illustrated in Fig. 4(a), 
XS, S, M, L and XL correspond to face scales ranging from 
(0, 40] , (40, 100], (100, 1500], (1500, 2000], (2000, +∞) px. 
The size of small face is relatively larger after using the 
general resize method, but the facial features are severely 
blurred compared with the face in the same size of the 
original image. Compared with the previous image 2X, using 
the context-anchor model, as illustrated in Fig.4(a), there is a 
significant improvement in mesoscale (M) face detection, 
which improves TP. For small scale (S) and large-scale face 
(XL), compared with the HR model without context-anchor, 
the TP of using the context-anchors model obviously 

increases. As illustrated in Fig.4(b), context-anchor generates 
slightly more FPs on Mesoscale faces (M), which is within 
tolerable range, considering that there are also more TP. On 
S, L, XL, these scales which are larger or smaller, using the 
context-anchor model does not produce FPs, and on these 
scales, all the faces found are true positive faces with such a 
low score threshold 0.03. This performance surpasses our 
expectation. As illustrated in Fig. 5(a), the context-anchors 
model (on image 4X) detects more small faces than original 
HR. As illustrated in Fig. 5(b), the context-anchors model (on 

  
Fig.3. mAP of different amplification ratios on FIC dataset.

  
(a)                      (b) 

Fig.4. Comparison of true positive and false positive for 2X. 
 

  
(a)                      (b) 

Fig.5. Comparison of true positive and false positive for 4X. 
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image 4X) produces less false positive, which indicates the 
context-anchors model (on image 4X) performs better on 
small face detection and provides acceptable performance on 
other sizes of faces. As shown in Table 1, CAHR with the 
combination of anchor (0.5X+1X) and context-anchor 
(2X+4X) achieves the best results in WIDER FACE 
evaluation hard set among HR-based model setting, 
demonstrating its superiority. 
 
3.2.2 Overall performance of CAHR on WIDER FACE 
evaluation dataset 
Fig.6 visualizes that CAHR detects more true faces in crowd 
scenes. Fig 7 presents the performance of CAHR, HR [3], 
ScaleFace [14], Multitask Cascade CNN [13], Multiscale 
Cascade CNN [15] and Two-stage CNN [9] on WIDER 
FACE easy, medium and hard set respectively. As shown in 
Fig.7, compared with HR, CAHR has the most obvious 
improvement in hard set with the mAP increasing 0.03. 
 

5. CONCLUSION 
 

We propose a context-anchor structure to introduce 
appropriate spatial contextual information directly to each 
sample of the training process. Experiments of amplification 
ratio indicates that the appropriate use of context information 
can improve the detection performance, while 
overdependence on contextual information will lead to even 
worse detection results. We propose a face detection model 

CAHR to evaluate performance of context-anchors on the 
benchmark dataset WIDER FACE. The proposed method 
carries strong practicality and catholicity for performance 
evaluation, and can be flexible to implement to other anchor-
based object detection models.  
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TABLE 1 mAP of combinations on hard set 

Anchor Setting 
Image 

Pyramid 
AP50 AP75 AP 

-- -- 
0.994 0.980 0.802

Anchor  0.5X+1X+2X 

Context-anchor 2X
0.994 0.983 0.816

Anchor  0.5X+1X+2X 

Context-anchor 2X+4X 
0.994 0.987 0.830

Anchor  0.5X+1X+2X 

Context-anchor 2X+4X 
0.994 0.987 0.832

Anchor  0.5X+1X 

    
Fig.6. Visual results in crowd scenes. Yellow rectangles are results of HR(0.5X+1X+2X), and red ellipses are results of CAHR.

  
(a)                                (b)                                (c) 

Fig.7. Precision-Recall curve on WIDER FACE evaluation dataset easy (a), medium (b), hard (c) set. 
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