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Texture-Distortion-Constrained Joint
Source-Channel Coding of Multi-View

Video Plus Depth-Based 3D Video
Pan Gao , Member, IEEE, Wei Xiang , Senior Member, IEEE, and Dong Liang

Abstract— A novel joint source and channel coding scheme
tailored to 3D video is proposed in this paper to minimize the end-
to-end view synthesis distortion within a given total bit rate for
both texture and depth as well as a maximum tolerable distortion
constraint for texture. First, we formulate a joint texture and
depth coding mode selection strategy for error-resilient source
coding of multi-view video plus depth-based 3D video through
using the Lagrange multiplier method. Then, by considering the
effect of residual errors after channel coding, we evolve to a
more general formulation that jointly optimizes error-resilient
source coding and channel coding in an integrated manner for
unequal error protection between texture and depth, for which a
theoretic solution using a proposed dual-trellis is derived. Finally,
we extend the general formulation by including the texture
distortion constraint. We show how to optimize the view synthesis
quality while simultaneously catering to the texture quality con-
straint. Experimental results demonstrate the proposed algorithm
has much better performance than existing related work.

Index Terms— Joint source and channel coding, joint texture
and depth map coding, texture distortion constraint, 3D video
transmission.

I. INTRODUCTION

3D VIDEO transport has become increasingly prevalent in
visual communications due to the increased demand for

applications of 3D tele-immersion and 3D-video-on-demand
[1], [2]. However, the best effort design of the current Internet
makes it extremely difficult to provide the quality of service
and quality of experience [3]. Further, the time-varying wire-
less networks will generate additional quality bottlenecks for

Manuscript received June 18, 2018; revised September 17, 2018; accepted
October 19, 2018. Date of publication October 24, 2018; date of current
version October 29, 2019. This work was supported in part by the National
Key R&D Program of China under Grant 2017YFB0802300, in part by the
Natural Science Foundation of China under Grants 61701227 and 61601223,
in part by the Natural Science Foundation of Jiangsu Province of China under
Grants BK20170806 and BK20150756, and in part by the Science Foundation
Ireland (SFI) under Grant 15/RP/2776. This paper was presented in part at
the IEEE International Conference on Multimedia and Expo, Hong Kong,
July 2017 [24]. This paper was recommended by Associate Editor H. Schwarz.
(Corresponding author: Pan Gao; Wei Xiang.)

P. Gao is with the College of Computer Science and Technology, Nanjing
University of Aeronautics and Astronautics, Nanjing 211106, China, and also
with the School of Computer Science and Statistics, Trinity College Dublin,
D02 PN40 Dublin 2, Ireland (e-mail: gaopan.1005@gmail.com).

W. Xiang is with the College of Science and Engineering, James Cook
University, Cairns, QLD 4870, Australia (e-mail: wei.xiang@jcu.edu.au).

D. Liang is with the College of Computer Science and Technology, Nanjing
University of Aeronautics and Astronautics, Nanjing 211106, China (e-mail:
liangdong@nuaa.edu.cn).

Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCSVT.2018.2877903

3D viewing experience. In addition, compared to 2D video
only having one single bit stream, texture plus depth-based
3D video contains two types of bit streams, i.e, one bit stream
of texture video and another bit stream of associated depth
map. Consequently, depth-based 3D video coder design for
error robustness is facing new challenges.

In order to efficiently store and transmit the 3D video
data, several standards for 3D video coding have been estab-
lished, e.g., the 3D extension of AVC (3D-AVC) [4] and
3D extension of HEVC (3D-HEVC) [5]. As in other coding
scenarios, 3D video can be compressed by taking advantage
of temporal and inter-view redundancies in each texture video
and depth. Further, the coding efficiency for 3D video can be
improved by exploiting an additional redundancy associated
with the similarity between texture and depth, e.g., view
synthesis prediction (VSP) [6] and motion vector sharing (MV
Sharing) [7]. However, due to extensive use of prediction
techniques in video signal dependence removal, numerous
kinds of error propagation would occur during transmission
of the compressed 3D video. For example, since motion and
disparity compensation are typically employed in compression,
transmission errors may propagate temporally and spatially
to the subsequent frames which depend on the current loss-
occurring frame. Further, when inter-component prediction is
employed to reduce statistical redundancies, loss of packets in
coded texture or depth may cause additional error propagation
between the texture and depth. Finally, since the virtual views
are synthesized by the loss-distorted texture and depth at the
decoder, the accumulated errors in the texture and depth will
further propagate to the synthesized views along the warping
path. These sophisticated error propagation may combine
together, and then lead to substantial quality degradation on
both the coded and synthesized views in 3D video. Therefore,
it is highly desirable for the 3D video encoder to provide error
robustness and correction capability to protect the transmitted
video and depth data from channel errors.

To this end, we propose a joint source and channel coding
scheme tailored to 3D video transmission. We address two
key problems in this paper. Firstly, for a given overall bit rate,
how to optimally allocate the source coding rate and channel
coding rate over texture and depth of 3D video? Secondly, with
additional texture distortion constraint, how the considered
joint source and channel coding scheme is performed again
for 3D video? Generally, these two problems consist of three
basic tasks: finding an optimal bit allocation between source
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and channel coding for given channel loss characteristics;
designing a joint bit allocation scheme between texture and
depth coding to achieve the target bit rate and error robustness
of source coding; designing channel coding for texture and
depth under the associated channel coding rate to achieve the
required error correction capability.1

Toward these problems, we firstly formulate the first prob-
lem as a joint source and channel coding of 3D video with
the objective that the overall expected view synthesis distor-
tion is minimized. Although the proposed joint source and
channel coding framework resembles several other schemes
recently proposed for 3D video coding (e.g., [21]), the source
coding parameters to be optimized are significantly different.
Specifically, we consider a joint selection of texture and depth
coding modes for source coding in the overall framework.
As the coding modes are generally determined during real
encoding, we thus need to perform the proposed joint source
and channel coding online, which is different from almost all
the related work for which the optimal coding parameters (i.e.,
quantization parameters) are straightforwardly searched over
the set of the admissible parameters prior to encoding. Since
selectively distributing the coding modes between texture and
depth can provide error resilience for 3D video streaming,
the proposed framework is able to balance the compression
efficiency with error robustness. Further, to allow the pro-
posed framework to balance the redundant bits induced by
error-resilient source coding and channel coding, we restrict
ourselves to performing joint unequal error-resilient source
and unequal channel coding for texture and depth in a single
step. Then, we propose an approach that uses operational rate-
distortion theory to solve this joint problem, where a dual-
trellis model is specifically designed for a tractable solution.

Besides the above differences to the related work, another
major contribution of this paper is that we generalize the
joint formulation to the coding scenario with additional texture
distortion constraint. As will be seen, we re-formulate joint
texture and depth map coding as the problem of optimizing
the view synthesis quality under the constraints of the total
bit rate for both texture and depth as well as a maximum
distortion constraint for texture video. We derive an efficient
solution that can provide near-optimal view synthesis quality,
while providing much better performance for the texture video.
To the best of our knowledge, no prior study has explicitly
considered the trade-off between the view synthesis quality
and texture quality with two constraints.

The rest of this paper is organized as follows. We first
review the related work in Section II, and introduce some pre-
liminaries in Section III. Next, in Section IV, joint source and
channel coding for 3D video is formulated, and a Lagrangian-
based solution is developed. In Section V, we examine the cod-
ing scenario with texture distortion constraint. Experimental
results are discussed in Section VI, followed by the conclusion
remarks in Section VII.

1It should be noted that, there exists some cases where the required error
correction capability may not be achieved by the available channel coding rate.
Nevertheless, our proposed algorithm discussed in the following can always
achieve graceful quality degradation due to the consideration of error-resilient
source coding.

II. RELATED WORK

A. 3D Image/Video Coding and Streaming

Recently, compression and streaming of 3D image/video has
attracted considerable interest. In [8], in order to investigate
the best multi-view representation of a scene for a given bit
rate budget, the authors proposed a bit allocation algorithm
to find the optimal subset of captured views for encoding
and assign quantization levels for texture and depth maps
of the selected coded views. By examining the scenario of
multiple clients with heterogeneous access links and device
capabilities, [9] proposed a user-action-driven coding frame-
work to find the best view and rate scalable representation of
texture plus depth for a 3D scene. To enable multi-view video
compression and streaming, Velisavljevic et al. [10] carried
out a convexity characterization analysis of the virtual view
reconstruction error caused by compression of the captured
multi-view content. For the purpose of efficiently transmitting
multi-view content, [11] proposed an optimization framework
to select the transmission policy for sending the packetized
multi-view video data over bandwidth constrained channels.
In consideration of the channel quality feedback from the
client, [12] designed a system framework for wireless stream-
ing of interactive multi-view video via path diversity and
network compression, while, to reduce view switching latency,
[13] developed an interactive free viewpoint video stream-
ing scheme by using HTTP adaptive streaming. When view
popularity matters, [14] designed a constrained optimization
method for sharing the transmission bandwidth of the wireless
channel across the visual sensors for the setup of decentralized
acquisition of multi-view video. However, all the reviewed
works do not consider channel coding at the sender. In [15],
a multiple description coding scheme is proposed for multi-
path streaming of free-viewpoint video, where the even frames
of the left view and the odd frames of the right view is coded
as one description on one path, and the remaining frames in
the two views are transmitted as the second description over a
second path. At the decoder, the lost frame in one description
is reconstructed using a patch-based procedure based on the
received description. However, as this scheme divides each
of the captured views into two descriptions and encodes
them independently, the original compression efficiency of
multiview video would be greatly degraded.

B. Error-Resilient 3D Video Coding

By considering randomness of depth error caused by packet
losses, a theoretical analysis of end-to-end distortion for the
synthesized view in 3D video using a graphical model is given
in [16]. In this work, the warping competition occurred in the
3D depth-image-based rendering scheme is considered, and
the texture and depth probability distribution due to packet
losses is calculated at the pixel level through a recursive
optimal distribution estimation approach. In [17], a practical
robust coding algorithm focused on reference frame selection
is presented to protect the depth map bit stream, where, the
sensitivity of synthesized view distortion to the reconstruction
errors of depth is firstly modeled by a quadratic weighting
function through curve fitting, and then the depth reference
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block is selected to minimize the expected synthesized view
distortion with the bit rate constraint. Afterwards, this method
was generalized to the encoding of both texture and depth [18],
and was augmented with an adaptive blending error-concealed
scheme. In these approaches, inter-view error propagation due
to disparity estimation is neglected. Also, these two methods
encode the texture and depth map in an independent manner,
i.e., the quadratic model is employed for synthesis-oriented
depth coding, while the conventional MSE-based distortion
metric is used for texture coding. However, since the effect of
texture and depth distortions on the overall synthesis distortion
is generally intertwined, error resilient coding of 3D video
cannot separate these two components. For joint texture and
depth map coding in packet loss scenario, a rate-distortion
based mode selection scheme was developed, where the total
end-to-end distortions of both the synthesized and captured
views are used as distortion measure in compression [19].
An iterative optimization scheme is employed to find the
optimal mode allocation in the texture and depth. Experiment
demonstrate this algorithm achieves better performance than
that obtained in [18].

C. Joint Source and Channel Coding of 3D Video

While these algorithms can produce significant improve-
ment in error resilience performance, they are inadequate
for the larger problem of 3D video communications. This
is because, practically, Shannon’s separation theorem, which
allows for separate design of the source and channel coding
schemes, is no longer hold due to the complexity limitations
in the source coder and finite block length restrictions in the
channel coder. Therefore, a key research would be the investi-
gation of a joint design of source and channel coder. Further,
since texture errors directly change the pixel intensity of the
synthesized pixel, while the associated depth errors caused
by packet losses induce geometry errors in the synthesized
pixel, the importance of these two different bit streams may
not equal [20]. As a result, it is possible to apply different
amounts of protection to the texture and depth bit streams.

In [21], a joint source and channel coding scheme was
studied for single video plus single depth based 3D video
transmission over a wireless channel. In this scheme, full
resolution and downsampled depth were investigated. The
texture and depth are assumed to be independently encoded
by an H.264/AVC encoder and then protected by FEC using
UEP at the packet level. Using the branch and bound method,
the proposed scheme can select the optimum color and depth
quantization parameters as well as the channel coding rate.
However, error-resilient source coding is not considered in
this paper, and the view synthesis distortion due to the
compound effect of texture error and depth error is not
analytically characterized. A similar joint source and channel
coding approach is employed in [22] to provide reliability
for transmission of pure multiview video signals, where, to
allow for different views having different quality constraints,
the total number of bits is introduced in the objective function
to be minimized with the distortion of each view being fixed
to a predetermined threshold. In [23], a popularity-aware joint

Fig. 1. Packetization scheme used for texture and depth frames in 3D video.
Each slice corresponds to one packet, and RS coding is performed vertically
for the packets.

source and channel coding optimization framework is pro-
posed for view and rate scalable multi-view video multicast,
where shape-adaptive wavelets is used for source coding, while
Expanding-Window Random Linear Codes are employed for
error protection. The purpose of this work is to maximize the
aggregate video quality across the client population for the
given channel characteristics and the view selection preference
of the clients. However, as in [21] and [22], this algorithm still
only addressed the trade-off between non-loss-aware source
coding and channel coding, and does not include any error
resiliency tools for prevention of potential error propagation.
A preliminary study on joint error-resilient source coding and
channel coding is presented in [24]. However, the computa-
tional complexity is not analyzed and trimmed, and the trade-
off between the view synthesis quality and texture quality is
also not handled.

In this paper, we consider the new 3D video coding scenario
of employing a more advanced motion-compensated prediction
structure. Further, we integrate the channel coding with error-
resilient source coding, which can effectively mitigate error
propagation caused by residual errors due to the nonergodic
channel behavior. Error-resilient source coding usually sacri-
fices compression efficiency to enhance error robustness, and
thus demands more source bits to obtain the same video quality
in the absence of any transmission errors. The redundant
bits incurred by error-resilient source coding may affect the
number of redundant bits that would be allocated to chan-
nel coding. Therefore, both the complex prediction structure
and error-resilient source coding will make the optimal bit
allocation problem between source and channel coding more
challenging as opposed to the related work discussed above.

III. PRELIMINARIES

A. Video Packetization and Error Concealment

Fig. 1 depicts the packetization scheme utilized in this work.
As in a 2D video streaming system, a texture or depth frame
is first partitioned into N slices, each of which is encapsulated
into one transport packet. Then, a block code is applied to the
N packets to generate an L-packet block, where L > N . Here,
we use Reed-Solomon (RS) code to perform channel coding,
with its representation being as RS(L, N), where N is the
length of the source symbols, and L − N is the length of the
parity symbols. Since the channel errors discussed here are in
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the form of packet erasure, N is thus equal to the number of
slices and L − N is the number of parity packets. It should be
noted that the proposed framework can be applied with other
codes. With the protection of systematic RS codes, a packet is
considered as lost after error recovery only when the packet
is lost and the block containing the lost packet cannot be
recovered [25]. Consequently, the probability of packet loss p
after error recovery is defined as

p = ε

(
1 −

L−1−N∑
i=0

(
L − 1

i

)
εi (1 − ε)L−1−i

)
(1)

where ε is the transport packet loss probability before packet
error recovery. Since the packet sizes (one slice per packet)
are different, the maximum packet size of a block is first
determined, and then some padding is added for equalization
of the size of the packets. The stuffing bits are discarded after
generation of the parity packets. It should be emphasized that
the texture and depth frames can generate different numbers
of slices in this scheme. However, to better show the unequal
number of parity packets for protection of texture and depth
frames, it is assumed that both texture and depth frames
produce the identical number of source video packets. Further,
one horizontal row of macro-blocks (MBs) is assumed to form
a slice.

For decoder error concealment, we choose the error con-
cealment scheme proposed in [26]. When a packet is lost,
the missing motion vector is concealed by using the median
of the three motion vectors of its neighboring MBs in the
previous packet (i.e., top-left, top, and top-right MBs). Then,
the MB in the lost packet is replaced with the MB in the
previous frame pointed to by the concealed motion vector.
In case that the previous packet is also lost, the concealed
motion vector is set to zero, i.e, the MB in the same location
in the previously reconstructed frame is resorted to inpaint the
current lost packet.

B. Overall Expected View Synthesis Distortion Model

To optimize the view synthesis quality, the overall expected
synthetic distortion induced by texture and depth distortions
should be theoretically modeled from the encoder. Let Dxi ,yi

T ,t
denote the end-to-end distortion of texture pixel (xi , yi ), with
Dxi ,yi

D,t denoting the associated depth distortion. Considering
texture errors and depth errors from both views, we can write
the combined expected distortion Du,v

V ,t at the synthesized pixel
(u, v) of frame t at a certain intermediate virtual view position
as [27]

Du,v
V ,t =

∑
i∈{l,r}

(
w2

i Dxi ,yi
T ,t +w2

i ψi f 2 L2
i C2 · Dxi ,yi

D,t +w2
i ψi E(ς2)

)
(2)

where Li denotes the baseline between the virtual view and
the reference view i , and wi is the resulting weighting factor
from this captured view. f is the focal length, ς is the
rounding error, and C = 1/255(1/Znear − 1/Zfar). Znear and
Zfar are the values of the nearest and farthest depth of the
scene, respectively.ψi is the motion sensitivity of the reference

view, which can be calculated using the energy density of the
texture video based upon discrete Fourier transform as shown
in [27]. It should be noted that, in modeling the expected
view synthesis distortion, we assume that the disparity occurs
in the horizontal axis. However, our proposed joint source
and channel coding scheme in the following is also applicable
when disparity occurs in both horizontal and vertical axes.

As illustrated in (2), the synthesized view distortion is
expressed as a linear combination of the distortions of texture
and depth. Due to random channel losses, we use the expected
end-to-end distortion to evaluate the video quality of texture
and depth. In general, the expected distortion model is a
recursive model, relating the distortion of the current frame
to that of other frames [28]. It has the generic form of

Dxi ,yi
t = (1− p)

(
Dxi ,yi

t
)S +(1− p)

(
Dxi ,yi

t
)C R + p

(
Dxi ,yi

t
)C L

(3)

where
(
Dxi ,yi

t

)S
is the source coding distortion caused by

quantization in lossy compression,
(
Dxi ,yi

t

)C R
is the expected

error-propagated distortion from the reference frame when
the pixel (xi , yi ) is correctly received,

(
Dxi ,yi

t
)C L

is the
expected channel-induced distortion when the pixel is lost.
p is the loss probability as calculated in (1). Note that the
subscripts T and D are dropped in (3) due to the same form
of distortion model used for texture and depth.

(
Dxi ,yi

t

)C R

describes how much distortion in the associated pixel in the
reference frame propagate into the current frame. In other
words, it depends on the accumulated distortion of the predic-
tor pixel in the reference frame. In 3D video coding, the frames
used for differential encoding can be the temporal, inter-
view, or synthesized view frames, which correspond to the
inter (or MV sharing), inter-view, VSP coding modes, respec-
tively. p

(
Dxi ,yi

t
)C L

depends on the adopted error concealed
strategy at the decoder [29]. For traditional coding modes, it is
typically estimated as the error-propagated distortion of the
concealed pixel plus the distortion between the concealed pixel
and the current pixel. However, for the MV sharing mode,
as the motion vector of the depth map is inherited from the
associated texture video, the resulting residue of depth map
and the inferred motion vector from texture are very likely
to be separately transmitted in two different packets [30].
Therefore, the concealment distortion for this mode should
be analyzed depending on whether the residue and MV have
been lost or correctly received. As in [31],

(
Dxi ,yi

t

)C L
can

be further expanded as p
(
Dxi ,yi

t

)C L_mv + p
(
Dxi ,yi

t

)C L_res +
p2

(
Dxi ,yi

t

)C L_both
, where

(
Dxi ,yi

t

)C L_mv
and

(
Dxi ,yi

t

)C L_res

are the expected distortions when the MV packet and the
residual packet are lost, respectively.

(
Dxi ,yi

t
)C L_both

denotes
the expected concealment distortion when both are lost.

IV. PROBLEM FORMULATION AND SOLUTION OF JOINT

SOURCE CHANNEL CODING FOR 3D VIDEO CODING

We begin with the mathematical formulation of joint texture
and depth mode selection based error-control 3D video coding.
Then, we design an integrated formulation that optimizes
error-resilient source and channel coding for texture and depth
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simultaneously. Finally, we give the details of the complexity
of the proposed approach, and develop a trellis state pruning
algorithm to reduce the time complexity of searching the
optimal solution.

A. Problem Formulation and Trellis-Based Solution

We formulate the joint coding mode selection prob-
lem in an integrated manner at the bock level. Suppose
that MT

k,i ∈ IT is the coding mode selected for the
i th MB in the packet k, where IT is the texture coding
mode set, i.e., {Intra, Inter, Inter − view,VSP}. Let MT

k =
(MT

k,1, · · · ,MT
k,M ) denote the texture coding mode vector for

the kth packet, where M is the number of available MBs
in one packet. Similarly, denote M D

k,i as the depth mode
selected for the i th MB in the packet k, which is chosen
from the set ID = {Intra, Inter, Inter − view,MV sharing},
and let MD

k = (M D
k,1, · · · ,M D

k,M ) denote the depth coding
mode vector to be determined for packet k. It should be noted
that the size of the IT or ID can be variable depending on
the actual number of coding modes used in the codec. Then,
for a given frame in a reference view,2 the texture and depth
modes assigned to all the packets are given by two N−length
tuples, MT = (MT

1 , · · · ,MT
N ) and MD = (MD

1 , · · · ,MD
N ),

where N is the number of packets in a frame. Correspondingly,
the texture and depth coding mode pair for the opposing view
is denoted by (MT

o ,MD
o ). Given the overall coding rate Rc and

(MT
o ,MD

o ), the problem is to optimally select the texture and
depth modes for each MB in current reference view such that
the expected view synthesis distortion is minimized, which is,

min
MT,MD

E
[

DV (MT,MD,MT
o ,MD

o )
]

s.t. R(MT,MD,MT
o ,MD

o ) ≤ Rc (4)

where the terms E
[
DV (MT,MD,MT

o ,MD
o )

]
and

R(MT,MD,MT
o ,MD

o ) represent the expected overall
view synthesis distortion and total bit rate of texture and
depth, respectively, resulting from a vector choice of the
combined texture and depth modes for the current frame.
E

[
DV (MT,MD,MT

o ,MD
o )

]
can be calculated using (2) by

summing up the expected distortions of all pixels within
the frame, while R(MT,MD,MT

o ,MD
o ) can be directly

obtained after actual entropy coding. When operating on the
non-inter-view predicted left view, both the Inter-view and
VSP modes are set to NULL in the texture mode set, and
in the depth coding mode set, the Inter-view mode is set to
NULL.

Generally, the constrained problem in (4) can be equiva-
lently transformed into an unconstrained Lagrangian problem
using the Lagrange multiplier λV , which is shown as follows

min
MT,MD

N∑
k=1

Jk(MT,MD,MT
o ,MD

o )

= min
N∑

k=1

{
E

[
Dk(MT,MD)

]
+ λV Rk(MT,MD)

}
(5)

2Here, for convenience, the frame in the reference view refers to the inte-
grated frame, which is composed of the texture frame and the corresponding
depth frame in the reference view.

where E [Dk] and Rk represent the expected view synthesis
distortion and bit rate, for packet k, respectively. With an
appropriate λV ≥ 0, (4) can be solved within a convex
hull approximation by solving (5) with an operational rate-
distortion curve. Due to the monotonic relationship between
λV and bit rate, λV can be determined by using the bisection
iterative search [32]. It should be noted that, since we aim to
find the optimal texture and depth mode pair for current view
for a given (MT

o ,MD
o ), we omit the (MT

o ,MD
o ) in the right

hand side of the above equation and in the following derivation
for conciseness. Once we obtain the optimal (MT,MD) for
the current view, we then search the optimal (MT

o ,MD
o ) using

the similar algorithm for the opposing view. We alternate these
two steps until the variables converge, i.e., minimum combined
view synthesis distortion. Thus, in the following, we mainly
describe how to optimally search (MT,MD).

With the formulation of joint texture and depth mode
switching in source coding in (5), we now take into account
the effect of residual errors after channel coding. As stated
above, the importances of the texture and depth bit stream
relative to the synthetic quality are not equal. Therefore,
they should be protected differently by assigning an unequal
amount of FEC to each bit stream. Consider a set of FEC
parameters given by C = {(L1, N), · · · (Lq , N)}, where q is
the number of available code options. Let CT and CD be the
channel coding parameters assigned for the texture and depth
frames, respectively, both of which take on the values from the
common set C . It should be emphasized that we apply UEP to
the frames between the texture and depth components in 3D
video, i.e., no UEP is applied within the texture or depth.
Define a particular collection of these two channel coding
parameters by CT D = {CT ,CD}, with CT D ∈ C, where
C = C × C is the set of all possible combinations of FEC
parameters of the texture and depth. As such, the optimization
problem of searching for the best coding modes and optimal
UEP rates between texture and depth can be formulated as

min
C

{
min

MT,MD

N∑
k=1

Jk(MT,MD,CT D)

}

= min

{
N∑

k=1

E
[

Dk(MT,MD,CT D)
]

+ λV

{ N∑
k=1

Rk(MT,MD)+ R(CT )+ R(CD)

}}
(6)

where R(CT ) and R(CD) refer to the channel coding bit rates
for the whole frames of texture and depth map, respectively.
As can be observed from (6), the coding mode vectors and
the channel coding parameters of texture and depth are jointly
determined in a single step, which means that we consider joint
source and channel coding in an integrated fashion. To the
best of our knowledge, no prior study on joint source and
channel coding formulation has explicitly considered the inter-
component dependency for error-resilient texture and depth
map coding, while simultaneously considering the trade-off
between the resulting intrinsic error resilience and the error
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Fig. 2. Illustration of designed trellis representation for joint selection of
texture and depth coding modes with adjacent packet dependency in 3D video,
where each packet represents a stage in the trellis denoted by a dashed box,
and each line connecting the texture mode vector and depth mode vector
within the packet represents a dual trellis state.

correction capability of channel coding during real encoding
of 3D video.

For a given λV , there are two minimizations to be solved
in (6). The inner minimization is the joint texture and depth
mode selection for each packet representing loss-resilient
source coding. The outer minimization corresponds to joint
source channel coding, i.e., unequal error protection, where
different amounts of FEC coding rates are to be allocated
for texture and depth at the frame level. Due to finite FEC
options, the outer minimization can be easily solved using the
exhaustive search. Next, we examine how to solve the inner
Lagrangian optimization, which remains unwieldy as the view
synthesis distortion and rate associated with a particular packet
is coupled to the chosen modes for every other packet in the
texture and depth frame. However, since the error concealment
scheme introduces the dependencies only between two neigh-
boring packets, the inner optimization can be done by using
dynamic programming (DP) as follows.

When the above mentioned error concealment method using
the motion vectors of neighboring packets is used, E [Dk ]
depends on the prediction modes of texture and depth selected
for the packet k − 1. Due to the introduced adjacent packet
dependency, for a given pair of texture and depth channel
coding parameters, the Lagrangian cost of joint source texture
and depth coding can be re-written as

Jk(MT,MD,CT D) = Jk(MT
k−1,MD

k−1,MT
k ,MD

k ,CT D),

for k = 2, · · · , N. (7)

In order to solve the constrained optimization, we employ
a DP solution based upon the Viterbi Algorithm (VA) [33].
Prior to establishing a forward DP, an associated trellis has
to be constructed for a given frame in the reference view.
The corresponding trellis is shown in Fig. 2, where 2 stages
corresponding to packets k − 1 and k are shown. The nodes
in the trellis are given by the combined texture and depth
coding mode vectors for a given packet in the reference view.
At each stage, since the cardinalities of the coding mode sets of

texture and depth are both four, there are 4M ×4M trellis states,
each representing a particular combination of texture and depth
modes (i.e.,

{
MT

k ,MD
k

}
) for the kth packet. Since the control

parameter set which influences the overall rate and distortion
for a node is a dual combination of prediction mode vectors of
two different coding signals, the admissible states of the nodes
are also dubbed the dual states. The transitional costs from
node

{
MT

k−1,MD
k−1

}
to

{
MT

k ,MD
k

}
are given by Lagrangian

cost terms defined in (7). Once the trellis is formed, the VA is
applied to find the shortest path, which is defined as the path
that has the minimal overall rate-distortion cost.

It should be worth noting that, if we consider inter-packet
dependencies over the entire group of packets in a pair of
texture an depth frame, a diverging trellis may be generated.
In this case, the size of the trellis-based tree grows exponen-
tially with the tree depth, and only if the number of combined
coding modes is relatively small can the optimal solution be
feasibly found. In this work, to efficiently find the optimal
solution to (6) while fully considering the characteristics of 3D
video coding, we firstly integrate texture and depth modes
as a whole, and then consider the block-to-block dependency
within an integrated frame. This block-level texture mode
and depth mode integration can avoid the occurrence of the
dependence between the coding mode vector of the whole
texture frame and the coding mode vector of the whole depth
frame. Further, to facilitate a tractable solution, we consider
one dimensional packet dependency, and finally propose a non-
diverging dual trellis as shown in Fig. 2.

B. Complexity Consideration

1) Dual-Trellis State Reduction: Since we deal with a finite
number of admissible texture and depth modes, and channel
coding parameters, the above optimization problem can be
solved by an exhaustive search. The time complexity for such
an exhaustive search is O

(
q2 · [|IT |M · |ID |M ]N

)
, where |IT |

and |ID| are the cardinality of the IT and ID , respectively.
In this paper, both |IT | and |ID | equal 4. While using the
proposed DP-based optimization algorithm, the time complex-
ity becomes O

(
q2 · [(|IT |M · |ID |M ) · (|IT |M · |ID|M )N

])
,

which is significantly smaller than the complexity for the
exhaustive approach. Recall that q is the number of FEC code
options. However, even though the complexity is reduced,
due to the large number of possible states involved in each
stage, the proposed algorithm still poses prohibitively high
computational and memory requirements. To further reduce
the computational burden, we propose a trellis state reduction
algorithm based on the block-to-block dependency within
the packet. Specifically, as shown in the complexity of the
proposed DP algorithm, there are |IT |M · |ID |M states at each
stage. This means the rate-distortion cost of each MB depends
not only on its own modes but also on the mode decisions of
all the other MBs in the same packet.

However, in practice, due to the differential coding tech-
niques (e.g., motion vector prediction), the rate term for a
given MB is dependent only on the current mode and the
mode of the adjacent MB [5]. Further, since the disparity errors
caused by depth errors are generally small, the warping errors
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also lead to that the view synthesis distortion of a particular
rendered block is only related to the modes from the current
MB and neighboring MB [34]. Consequently, the influence
of the mode decisions from other texture and depth MBs
on the current texture and depth MBs is typically limited to
that from the immediately preceding texture and depth MBs,
respectively. Under this assumption, we can employ the DP
to find the optimal texture and depth mode vectors within
a packet as well. In this case, the number of all possible
combinations of texture and depth coding modes for a block
is (|IT | · |ID |), and the number of the corresponding possible
combinations of all pairs of texture and depth modes in a
packet is ((|IT | · |ID |)(|IT | · |ID |) · M). Thus, the dual-trellis
states of each stage can be reduced to (|IT |2 · |ID|2 · M) with
adjacent block dependency consideration. Finally, the com-
plexity of the proposed algorithm after state pruning will be
O

(
q2 · [(|IT |2 · |ID|2 · M) · (|IT |2 · |ID|2 · M)N

])
. It should

be noted that since some trellis states of each stage have been
pruned for the purpose of reducing the complexity to search
the solution, the rate-distortion performance of the proposed
joint source and channel coding scheme may be degraded.
However, through the experiments over various target total
bit rates, we found that the performance loss induced by the
proposed state reduction within a packet is negligible. It should
also be noted that when we use the term “time complexity”,
we refer to the number of comparison necessary to find
the optimal solution. This does not include the time com-
plexity consumed to evaluate the operational rate distortion
functions.

2) Complexity Analysis for Distortion Estimation: We also
provide the complexity analysis for the distortion compu-
tation for each pixel and packet. As illustrated in (2), the
view synthesis distortion encompasses the texture, depth, and
rounding distortions. Since the rounding distortion can be pre-
determined using the uniform distribution [27], we focus on
the complexity analysis of estimating the expected texture
and depth errors. Due to different prediction tools used,
the time consumptions for error estimation in different coding
modes may be slightly different. For ease of analysis, we use
the general form (3) to provide an approximate indication
of the complexity. As can be observed, the expected dis-
tortion involves determining the source distortion, the error
propagation distortion, and the concealment distortion. Since
source distortion can be obtained after the reconstruction at
the encoder, no additional complexity is imposed. For error
propagation distortion in (3), as shown in [28], it can be
further decomposed into three terms, i.e., the error propagation
distortion of the reference pixel, and the error-propagated
distortion of the concealed pixel, and the error concealment
distortion. Based on the definitions of these distortion terms,
we need four additions and three multiplications to calculate
the second term in (3). Similarly, the last term in (3) needs
two additions and two multiplications. Therefore, the recursive
distortion model requires eight additions and six multiplica-
tions for the calculation of texture or depth errors, so, in (2),
a total of eighteen additions and twenty multiplications is
required for the synthesis distortion estimation of each warped
pixel from one reference view. Consequently, the estimation

Fig. 3. Illustration of operational rate-distortion function for the synthesized
view. The convex hull of the points provides the optimal rate-distortion points.
The negative slope of the straight line connecting the two operating points in
the convex hull is defined as the singular slope, which varies monotonically
with respect to the total bit rate.

of expected synthesis distortion for a packet introduces a total
18×16×16×M additions and 20×16×16×M multiplications.

V. JOINT TEXTURE AND DEPTH CODING WITH

TEXTURE DISTORTION CONSTRAINT

In the previous section, we deal with UEP for texture
and depth coding, which mainly aims at optimizing the view
synthesis quality only. Needless to say, this proposed algorithm
can effectively minimize the expected distortion of the syn-
thesized views, but it may result in unacceptable texture video
quality of the coded views. However, as the originally coded
views are usually combined with the synthesized views to form
the stereo pair for human viewing, the coded view cannot be
sacrificed too much. Therefore, in this section, to guarantee the
quality of the texture video, we re-formulate the above joint
optimization problem by throwing an additional constraint on
the texture video. Specifically, the problem we consider here
is to provide the best view synthesis quality for a given total
bit rate constraint and a maximum tolerable coded texture
distortion constraint D′

T , i.e.,

min
C

{
min

MT,MD
E

[
DV (MT,MD,CT D)

]}

s.t. R
(

MT,CT

)
+ R

(
MD,CD

)
≤ RC (8)

and

DT (MT,CT ) ≤ D′
T (9)

To solve the problem of the combined (8) and (9), we firstly
derive the solution to only (8) using Lagrangian multiplier
method. In solving (8), a rate-distortion curve for the synthe-
sized view is generated by acquiring the total bit rate and the
synthesized distortion pairs. We then select a set of feasible
points that define the vertices of the convex hull. Fig. 3 gives
an example of the operational rate-distortion function of the
synthesized view, in which the convex hull of the points
provides the optimal rate-distortion points, and the negative
value of the slope of the straight line connecting the two

Authorized licensed use limited to: NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS. Downloaded on March 28,2023 at 13:13:31 UTC from IEEE Xplore.  Restrictions apply. 



GAO et al.: TEXTURE-DISTORTION-CONSTRAINED JOINT SOURCE-CHANNEL CODING OF MULTI-VIEW VIDEO 3333

operating points in the convex hull is marked as the singular
slope λV . Once the rate-distortion curve of the synthesized
view is determined, the problem of (8) can be found by
searching through different λV and finding the operating point
that leads to the bit rate equal to RC . Due to the monotonic
relationship between the bit rate and λV , the optimal λV for (8)
can be found by using the bisection method [25]. Afterwards,
for a given optimal λV , we may not find the optimal operating
point whose slope value (i.e., the slope of the line tangent to
the operating point) is exactly equal to the given slope value
due to the finitely many points on the convex hull. However,
we can find two neighbouring operating points such that the
given slope value is between the slope values at these two
points. Thus, the optimal operating point is the one whose
slope is the minimum slope that satisfies the condition of being
larger or equal to the optimal singular slope. As can be seen
in Fig. 3, for a given bit rate budget RC , it is found that the
optimal singular slope and rate-distortion point in the solution
to only (8) are λV and x3, respectively.

After having obtained the solution to (8), we then check
whether the obtained solution to (8) meets the additional
constraint of (9). Obviously, if the optimal solution of (8)
coincidentally meets the texture distortion constraint of (9),
then the problem with two constraints is done. However, if the
optimal solution of (8) does not, we have the following lemma
for the solution to the combined (8) and (9).

Lemma 1: If the optimal solution of (8) does not meet the
texture distortion constraint of (9), i.e., the optimal texture
bit rate obtained by (8) makes the texture distortion larger
than the distortion constraint D′

T , then the optimal solution
to the combined (8) and (9) can be obtained by just setting
the texture distortion equal to the texture distortion constraint,
i.e., D∗

T (M
T,CT ) = D′

T .
Proof: As, in this case, DT (MT,CT )>D′

T , the solution
generated by λV in (8) is no longer feasible. Therefore,
the problem now becomes solving (8) in the case of the
texture distortion over D′

T truncated. To decrease the DT (MT),
we should increase the bit allocation R(MT,CT ) for the
texture video. This means that the opposed R(MD,CD) for
the depth should be reduced for the fixed bit budget RC .
When the depth bit rate is decreased, we must have a new
singular Lagrange multiplier λ′

V >λV for depth map due to
the bit rate being a nonincreasing function of λV . Assume
now, the texture distortion is decreased to the highest available
distortion D′

T , it corresponds to λ′
V and x2 in the rate-

distortion function of the synthesized views in Fig. 3, which
are the possible solution to the combined (8) and (9) with
two constraints.3 If the texture distortion is further decreased
under D′

T , we can get a larger λ′
V , but it will result in DV that

is greater than that of x2. On the other hand, in the original
rate-distortion curve of the texture, the increase of λV will
also increase the texture distortion. However, since all the

3Due to the monotonicity of the view synthesis distortion with respect
to the texture error and depth error and the approximate independence between
the texture errors and depth errors, at optimality, the texture, the depth and
the synthesized view should be operating at the same Lagrange multiplier on
their operational rate-distortion curves [18]. This is also in accordance with
the selection of Lagrange multiplier in 3D video coding standards [35].

points with DT (MT,CT )>D′
T have been removed, we have

DT (MT,CT ) = D′
T . Therefore, D∗

T (M
T,CT ) = D′

T is indeed
the optimal solution to (8) and (9). Proof is completed.

It should be noted here that, in the operational rate-distortion
curve of the synthesized view in Fig. 3, the overall view
synthesis distortion of point x2 is larger than that of x3.
However, this does not indicate that the texture or depth
distortion of point x2 is necessarily larger than that of x3. This
is because, with the texture distortion constraint consideration,
the optimal solution to the minimization of view synthesis
cost does not necessarily correspond to the optimal operating
points on the respective rate-distortion curves of the texture
and depth.

In summary, when the optimal solution to only (8) does
not satisfy the constraint of (9), the optimal solution to the
combined (8) and (9), is to select appropriate R(MT,CT ) for
texture coding to make D∗

T (M
T,CT ) = D′

T , and then allocate
the remaining bit rate RC − R(MT,CT ) for depth map coding.

Finally, given D′
T and λ′

V (or λV ), one can solve for
all possible MT and CT , sum the bit rate of them up
to get R(MT,CT ) and DT (MT,CT ), and then find the
optimal coding parameters which minimize the Lagrangian
cost J (MT,CT ), that is, DT (MT,CT ) + λ′

V R(MT,CT ).
If J ∗(MT,CT ) is the minimal one, the desired solution in
texture coding has been achieved. Similarly, the desired solu-
tion of joint source and channel coding in depth map coding
can be obtained with the remaining bit rate.

The complexity of solving (8) and (9) mainly comprises
two parts. The first part is from the iterative search of the
λ′

V in the framework of joint source and channel coding
with texture distortion constraint, and the other one is from
finding the corresponding optimal source and channel coding
parameters for a given multiplier. As can be seen from the
derivations, the search of λ′

V can be achieved by setting
D∗

T (M
T,CT ) = D′

T , which means we need to trace out
the operating points in the operational rate-distortion curves
of the texture video and depth in addition to those of the
synthesized view. Due to the monotonic relationship between
the bit rate and Lagrange multiplier, the optimal λ′

V in the
respective operational rate-distortion curves of the texture
video and depth can also be found by using the bisection
method. In the second part, the costs of the operating points in
the respective rate-distortion curves of the texture and depth
need to be calculated for a given Lagrange multiplier. Similar
to the complexity analysis for finding the source and channel
coding parameters for texture and depth for overall view
synthesis cost in Section IV-B, the complexity for finding
the source and channel coding parameters for texture only
using the proposed state-pruning algorithm can be derived as
O

(
q2 · [

(|IT |2 · M) · (|IT |2 · M)N
])

, while the complexity for
finding coding parameters for depth with the remaining bit
rate is O

(
q2 · [(|ID|2 · M) · (|ID |2 · M)N

])
, which represents

a modest complexity increase compared to the optimization
scheme introduced in the previous section.

VI. EXPERIMENTAL RESULTS

In this section, we first elaborate on the experimental
configuration. Then, we evaluate the performance of the
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TABLE I

3D TEST SEQUENCE ATTRIBUTES AND SOURCE CODING PARAMETERS

proposed 3D video coding framework using joint source and
channel coding. We also compare the proposed framework to
the state-of-the-art unequal error protection schemes. Finally,
we evaluate the performance of the proposed framework in
the presence of texture distortion constraint.

A. Simulation Configuration

For source coding, we choose the 3D-AVC reference
software 3D-ATM v6.0 [36] to compress multi-view video
sequences and depth maps, and the View Synthesis Reference
Software (VSRS) 3.5 [37] for rendering the virtual views at the
decoder. Based on texture motion intensity and depth fidelity,
seven standard sequences are chosen. For each test sequence,
the size of group of picture of each view is set to 30, where the
first frame in the left view is compressed as an I-frame, and
the remaining frames are encoded as P and B frames. In 3D
video compression, the order T0 D0T1 D1 that indicates texture
coding prior to depth coding is employed, where Ti and Di are
the texture and depth components of the i th view, respectively,
corresponding to the captured left or right views. In motion
estimation and mode decision, we fixed the block size to
16×16, although the quadtree structure is allowed in emerging
3D video compression. The reason for that is, if we enable
quadtree structure partition during coding, another dependency
between the quadtree structure and texture and depth modes
will be generated in addition to block and packet dependencies,
making the optimization problem intractable. We leave the
joint optimization of quadtree structure, texture modes, and
depth modes as a future work. The virtual views are generated
with half pixel precision rendering and symmetric rounding.
Backward VSP and MV sharing are enabled for texture and
depth coding, respectively. The descriptions of the used 3D test
sequences and their coding parameters are listed in Table I.
It should also be pointed out that the other experimental setup
follows the Common Test Condition of the Joint Collaborative
Team for 3DV [38].

For channel coding, the admissible set of channel coding
rates is C = {(68, 48), (64, 48), (60, 48), (56, 48), (52, 48)}
for the sequences with the resolution of 1024 × 768, and
C = {(88, 68), (84, 68), (80, 68), (76, 68), (72, 68)} for the
remaining sequences. It should be noted that the set of channel
coding rates can provide a wide range of channel coding bits
used for error protection. Unless otherwise stated, we employ
the random packet loss pattern for simulating video packet
losses, and the losses of two different packets are independent

of each other [39]. Various transport packet loss rates of 3%,
5%, 10% and 20% are tested on both the compressed texture
video and depth stream, and, to simulate the error-prone
channel, for each packet loss rate, 150 packet loss patterns
are produced by randomness. For 3D video objective quality
assessment, we collect the total bit rate of the texture and depth
along with the average peak signal-to-noise ratio (PSNR) of
the synthesized views, in which the PSNR is measured by
comparing the virtual view image synthesized by the original
texture and depth images and the counterpart synthesized by
the decoded texture and depth images.

B. Performance of the Proposed Robust 3D Video
Coding Framework

In this subsection, the proposed general 3D video coding
framework optimizing the view synthesis quality for only one
constraint, i.e., a given total bit rate, is tested. Two related
frameworks are compared. The first one is a pure error-resilient
3D video source coding framework as in (5), which does
not consider any channel coding. This kind of framework
resembles the existing work recently proposed in [18] and [19],
and is referred to as ERSC for simplicity. The other one is an
error-resilient source coding framework combined with equal
error protection (ERSC_EEP) for 3D video. More specifically,
in this framework, we still utilize (6) to guide joint selection of
source and channel coding parameters for 3D video. However,
when doing the outer optimization in (6), we assume the
same channel coding rate is used for texture and depth,
i.e., no channel rate allocation is further performed between
texture and depth. To distinguish the proposed framework from
these two competing frameworks, the proposed framework in
Section IV is denoted by “ERSC_UEP”.

In Fig. 4, we illustrate the performances of these three
algorithms at a designated total bit rate of 1.6 Mbps. It can
be seen that ERSC_UEP outperforms ERSC_EEP and ERSC
across all the considered packet loss rates, with the maximum
PSNR gains of 0.9 dB and 2.1 dB, respectively. The gains
in ERSC_UEP compared to ERSC primarily stem from joint
consideration of error resilient source coding and channel
coding. In pure ERSC as done in [18] and [19], since the
texture and depth modes are already rate-distortion optimized
for error-resilient 3D video transmission, ERSC can effectively
stop potential error propagation caused by various predictive
coding techniques. However, it does not improve the quality
of the images for which packet losses occur. The gains of
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TABLE II

SOURCE AND CHANNEL CODING BIT RATE ALLOCATION (kbps) FOR TEXTURE AND DEPTH IN “BOOKARRIVAL” SEQUENCE. THE SYMBOL “s” IN
THE PARENTHESIS REPRESENTS THE SOURCE CODING BIT RATE, WHILE “c” INDICATES THE CHANNEL CODING BIT RATE

TABLE III

SOURCE AND CHANNEL BIT RATE ALLOCATION (kbps) FOR TEXTURE AND DEPTH IN “BOOKARRIVAL” SEQUENCE IN THE

TRANSPORT PACKET LOSS RATE OF 10%. THE SYMBOL “s” IN THE PARENTHESIS REPRESENTS THE SOURCE CODING

BIT RATE, WHILE “c” INDICATES THE CHANNEL CODING BIT RATE

Fig. 4. PSNR of the synthesized views versus transport packet loss
probability ε at the total bit rate of 1.6 Mbps. (a) BookArrival. (b) Newspaper.

ERSC_UEP over ERSC_EEP can be attributed to the consid-
eration of the unequal importance of texture and depth to the
overall view synthesis quality. In other words, the proposed
framework has the flexibility to vary the channel coding rates
adapting to the varying video contents of texture and depth.
The resultant bit rate allocation between source and channel
coding in texture and depth for sequence “BookArrival” at
various packet loss rates is illustrated in Table II. As can be
seen from the results of ERSC_UEP, the texture and depth
indeed receive different amounts of protection from a channel
coder. This confirms what we claimed earlier in this paper,
i.e., the texture and depth bit stream are not of the same
importance. Further, we also found that the texture usually
requires more channel coding bits than the depth at the same
transport packet loss rate, which means that the view synthesis
distortion is more sensitive to texture errors in transmission.

In the next, we explore the performances of these three
frameworks with different total bit rate budgets being used.
As can be observed from Fig. 5, with the increase of the bit
budget, the performance gap between ERSC_UEP and ERSC

Fig. 5. PSNR of the synthesized views versus designated total bit rate at the
packet loss rate of 10%. (a) BookArrival. (b) GT_Fly.

also increases. The reason for this is as follows. In the 3D
video system with low bit budget, since the majority of the
bits are allocated to the source coding, the correction ability
of the channel coding is somewhat restricted. However, when
the designated total bit rate gets larger, ERSC_UEP becomes
more flexible in allocating the bits to channel coding, thus
improving the overall error resilience performance. In addition,
we can also see that ERSC_UEP consistently outperforms
ERSC_EEP at various total bit rates. The resulting bit rate
allocation between source and channel coding in 3D video
impacted by the total bit budget is given in Table III. Finally,
we also test the proposed joint source and channel coding
framework on top of HEVC-based 3D video coding reference
software 3D-HTM [40], which yields very similar results as
those shown in Figs. 4−5 and Tables II−III.

C. Performance With Error Concealment Mismatch

As mentioned earlier, solving the problem formulation by
dynamic programming is based on the assumption of adjacent
packet dependency, which relies on the prerequisite that only
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TABLE IV

PSNR PERFORMANCE COMPARISON WITH ERROR CONCEALMENT
MISMATCH AT THE TARGET BIT RATE OF 2 Mbps

the motion vectors of the neighbouring packet are employed
to conceal the corrupted packet at the decoder. Therefore, it is
very interesting to investigate how the proposed joint source
and channel coding scheme performs when using other error
concealment schemes at the decoder. To test the performance
of the proposed algorithm with other error concealment meth-
ods, at the sender, we use the assumed error concealment
method (i.e., the simple error concealment method in [26])
for distortion estimation and dynamic programming at the
encoder. However, at the decoder, we actually utilize two other
sophisticated error concealment algorithms for the left and
right view, respectively. For the left view, the motion-copy
error concealment scheme for video transmission introduced
in [41] is adopted. In this scheme, the motion vectors from co-
located MBs in the previous frame are employed to conceal
the MBs of the packet of the current frame via motion
compensation. While, for the right view, the adaptive temporal
and view synthesis error concealment scheme designed for 3D
video proposed in [42] is adopted, where the view synthesis
error concealment approach that directly uses the synthesized
pixels to conceal the corrupted MBs is adaptively utilized in
conjunction with the temporal error concealment approach.

The results on the performance of the proposed scheme is
listed in the Table IV. For benchmark comparison, we also
include the matched results where both the encoder and
decoder employ the error concealment introduced in [26].
Based on the results in the table, we found, the mismatched
error concealment causes performance degradation of less
than 0.6 dB for the proposed algorithm on average. For the
particular sequence of “Newspaper”, it is surprising that the
proposed algorithm with mismatched error concealment even
outperforms that with matched error concealment. The sub-
stantial reason behind can be explained as follows. Compared
to the simple concealment algorithm in [26], the more
complicated algorithms in [41] and [42] mainly exploit the
temporal correlation and inter-view correlation to conceal the
lost packet, which thus introduces temporal and inter-view
dependencies between packets. Generally speaking, these
kinds of dependencies between packets in different frames are
very difficult to be characterized in the optimization as the
concealed motion vectors can have any direction and further a
diverging trellis may be generated if considered. Our proposed
solution only considers the packet dependencies within a
frame, which thus brings performance degradation in the case
of other complicated concealment methods practically used.
However, by utilizing more available information in 3D video

to conceal the lost packets, the mismatched error concealment
algorithms themselves can actually improve the reconstructed
3D video quality compared to the matched error concealment
approach. As a result, the overall performance of the proposed
algorithm may be enhanced to some extent by using the
mismatched sophisticated error concealment algorithms.

D. Comparison With the Existing UEP Method

In this section, we compare the proposed “ERSC_UEP”
algorithm to the existing UEP method developed for 3D video
transmission. The most closely related work that is proposed
in [21] is chosen as the comparative approach here. In [21],
a joint source-channel coding and UEP scheme is designed
for 3D stereo video transmission in video plus depth format,
which is referred to as “SC_UEP” for brevity. In this algo-
rithm, the objective function is defined as the maximization
of the average of the qualities of the left and the right views
subject to the total bit rate. During the measurement of 3D
video quality, the expected average score of the texture packets
is taken as the quality of the left view, while the quality of the
right view is modeled as the average score of texture and depth
packets of the left view. The branch and bound method is then
employed to find the optimum source coding parameters and
UEP code rates for texture and depth at the packet level. Since
“SC_UEP” is focused on joint source and channel optimization
for stereo video in format of single video plus single depth,
for fair comparison, we also implement “ERSC_UEP” in the
special scenario where the right view is assumed not to exist
and synthesized from the left view. Similar to “SC_UEP”, the
qualities of the left view and the synthesized right view are
employed as the optimization criterion. In addition, in this test,
both algorithms use RS code for channel coding, and only the
full resolution depth map is considered.

We first compare “ERSC_UEP” to “SC_UEP” in terms
of FEC protection. We compute the average code rate R̄ as
follows.

R̄ = Rts + Rds

Rt
(10)

where Rts and Rds represent the texture source bits and
the depth source bits, respectively. Rt refers to the total
bits including source and channel bits for texture and depth.
Fig. 6 (a) shows the average code rate versus bit rate constraint
for the sequence of “Undo_Dancer”. As can be observed,
when the bit rate constraint increases, R̄ decreases, which
means that more protection is offered by both algorithms for
3D video transmission when increasing the bit rate. We also
see that the average code rate of “ERSC_UEP” is lower
than that of “SC_UEP” for all the bit rate constraints, which
means that a stronger protection is consistently carried out
by our proposed algorithm. The reason for the relatively
lower R̄ in “SC_UEP” can be explained as follows. Firstly,
when modeling the expected quality of the synthesized right
view, “SC_UEP” assumes that either the texture packet or the
depth packet is lost, which explicitly ignores the case of
the simultaneous loss of them. Secondly, “SC_UEP” only
considers error propagation occurred in the event that the
texture or depth packet is lost, and assumes error-free decoded
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Fig. 6. Comparison between SC_UEP and ERSC_UEP in terms of code
rate and objective video quality for “Undo_Dancer” sequence at the transport
packet loss rate of 10%. (a) Code rate versus bit rate. (b) PSNR versus bit
rate. (c) SSIM versus bit rate.

synthesized view can be generated in the case of the tex-
ture or depth packet being not lost. However, in practice, even
though the current packet is received correctly, there still exists
channel distortion propagated from the predictor packet in the
reference frame. These two simplified assumptions will lead
to underestimation of the overall expected distortion, and then
less channel coding bit rate is allocated for error protection in
joint source and channel optimization in “SC_UEP”. Lastly,
we compare the performance of “ERSC_UEP” to that of
“SC_UEP”. The corresponding result in terms of PSNR is
shown in Fig. 6 (b). It is evident that “ERSC_UEP” achieve
substantial performance gain over “SC_UEP”, with up to
1.5 dB at the particular target bit rate of 6.5 Mbps. This is
expected since “ERSC_UEP” allocates more bits for channel
coding than “SC_UEP”. In addition to that, “ERSC_UEP”,
which utilizes mode switching as a mean of error-resilient
source coding, can effectively eliminates error propagation
caused by the residual channel errors that cannot be corrected
by channel coding. Fig. 6 (c) illustrates the performance
comparison by using SSIM metric [43]. It is also demonstrated
that ERSC_UEP outperforms SC_UEP. We also verify the
performance of our algorithm compared to SC_UEP under
other packet loss rates, and the results are similar to those
of Fig. 6.

In the experiments discussed above, all the simulations
run over a random packet loss pattern based packet-switched
network (i.e., Internet). In order to verify the performance of
the proposed joint source and channel coding algorithm in the
context of wireless channel, in this test, we conduct simula-
tions of 3D video over a flat Rayleigh fading channel with
binary phase-shift keying (BPSK) modulation/demodulation.
Due to the time-varying characteristic of the wireless channel,
the packet loss probability is no longer constant as in (1),
but depends on the source packet in bits, the code rate
allocated to that packet, single to noise ratio (SNR), and the
coherence time [21]. The coherence time of a fading channel
here represents the number of symbols affected by the same
fade level, and supposing a block-fading channel, each fade is

TABLE V

PERFORMANCE COMPARISON OF “UNDO_DANCER” SEQUENCE BETWEEN
SC_UEP AND ERSC_UEP FOR A FLAT RAYLEIGH FADING CHANNEL

WITH THE SNR OF 8 dB AND THE COHERENCE TIME OF 4000

Fig. 7. Quality comparison between ERSC_UEP_TDC and ERSC_UEP for
“BookArrival” sequence at the transport packet loss rate of 5%. (a) PSNR
versus total bit rate for the synthesized view. (b) PSNR versus bit rate for the
texture video.

considered to be independent of the others. Since there is no
closed-form expression that can be used to calculate the packet
loss probabilities p, we obtain the probabilities for various
packet sizes experimentally as done in [21]. The obtained
packet loss probabilities are then used for distortion estimation.
The performance comparison results between SC_UEP and
ERSC_UEP for a flat Rayleigh fading channel are shown
in Table V, where the SNR is 8 dB and the coherence time
is 4000. As can be observed, ERSC_UEP also consistently
outperforms SC_UEP in a variety of target bit rate for the
wireless channels.

E. Performance of the Proposed Framework With Texture
Distortion Constraint

In this section, the proposed method described above solv-
ing the joint source and channel coding of 3D video with tex-
ture distortion constraint is denoted by “ERSC_UEP_TDC”.
Fig. 7 shows a comparison of the results of ERSC_UEP_TDC
versus ERSC_UEP for the sequence of “Undo_Dancer”. Both
schemes use the same bit budget. As can be observed,
at the transport packet loss probability of 5%, ERSC_UEP
beats ERSC_UEP_TDC by less than 0.5 dB in the view
synthesis quality. However, in terms of the texture quality,
ERSC_UEP_TDC outperforms ERSC_UEP by around 1.4 dB.
This demonstrates the benefits of the consideration of the
additional constraint of texture distortion when optimizing
the overall video quality of 3D video for a given total bit
rate. It should be noted that, although Fig. 7 only shows the
performance improvement relative to ERSC_UEP for packet
loss rate of 5%, our test over other packet loss rates also yields
similar results.
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Fig. 8. Average PSNR of the coded and synthesized views versus the packet
loss rate for the “Ballet” sequence.

In order to further demonstrate the effectiveness of the
proposed algorithm, we make a comparison with the state-
of-the-art [23], where a popularity-aware joint source and
channel coding optimization framework for multi-view video
is proposed. In this method, the scenario is considered, where
multiview video content is streamed to multiple heterogeneous
clients, and each of them has varying access link charac-
teristics. Thus, the objective of this method is to optimally
allocate source and channel coding rates to the captured
content to maximize the aggregate video quality across the
client population. In contrast to [23], the objective of this paper
is to minimize the view synthesis distortion given a total bit
rate for both texture and depth of the captured content with a
maximum tolerable distortion constraint of the coded view for
only one target client class. Therefore, for fair comparison, we
consider the delivery of multi-view video to one client class,
where the client access link is characterized by a packet era-
sure channel. Further, in the comparison, the Ballet sequence
with 8 captured views is compressed, whereas three virtual
views between each pair of camera viewpoints are synthesized.
The clients’ view popularity distribution is characterized by a
smooth Gaussian function with a peak at the view 4.5 and
variance of 1.5 as in [23]. The transmission rate is set to
4.45 MB/sec.

Fig. 8 compares the average video qualities of the captured
and synthesized views, versus the packet loss rates, and
Fig. 9 shows the associated video quality per view. It can be
observed from Fig. 8 that the proposed algorithm significantly
outperforms the scheme in [23] for the synthesized views
on average, while the quality of the coded views of the
proposed algorithm is only slightly inferior to that of [23]
at the packet loss rate of 5%. Fig. 9 also demonstrates
that the proposed algorithm leads to smoother video quality
transition across all reconstruction viewpoints. The reason for
the performance gains and the characteristic of much less
quality variation between views of the proposed algorithm as
opposed to [23] can be explained as follows. Firstly, in [23],
the video qualities of the captured and synthesized views are
optimized in an integrated manner based on view popularity
distribution. Although this kind of optimization framework
would lead to a higher reconstruction quality of the popular
views (i.e., captured views) by placing more weights on
these views, it also generally leads to a poor reconstruction
quality for the remaining views (i.e., synthesized views),

Fig. 9. PSNR per view for the proposed algorithm and the method introduced
in [23].

resulting in a large variation in reconstruction quality across
views. However, in the designed objective function of our
work, we only optimize the reconstruction quality of the
intermediate virtual views, which can improve the quality of
neighbouring synthetic views as much as possible. In order
to guarantee the quality of the captured views, we impose an
additional distortion constraint on the captured view during
the optimization process as illustrated in Section V, which
can thus better balance the view synthesis quality and the
captured view quality. Secondly, compared to [23] that selects
the optimal source and channel coding rates at the frame
level, we allocate the source and channel coding rates for
texture and depth at the block level for finer granularity, which
is more flexible in varying the channel rates in response to
the image content. We also develop a trellis state pruning
algorithm to facilitate the search of the optimal solution for
each texture and depth blocks. Finally, we consider various
error propagation distortions (including the temporal, intra,
inter-view, inter-component propagated distortions) incurred
in predictive coding of texture and depth map in modeling
the expected view synthesis distortion, and design an efficient
error-resilient source coding in the form of joint prediction
mode switching of texture and depth, which can effectively
mitigate the potential error propagation induced by residual
channel errors that cannot be corrected by channel coding
as demonstrated in Section VI-B. It should be noted that,
the results presented here for the proposed scheme are obtained
with the channel coding scheme RS. It is expected that
the proposed method can further improve the reconstruction
quality for both the virtual and captured views, providing that
more sophisticated channel coding methods (e.g., expanding
window rateless codes) are employed.

VII. CONCLUSION

In this paper, we develop a joint source and channel
coding scheme for depth-based 3D video transmission. Specif-
ically, we propose a general framework that jointly con-
siders error-resilient source coding and channel coding for
texture and depth. In particular, error-resilient source coding
is achieved by coding mode selection in both texture and
depth with the objective to minimize the overall end-to-end
synthetic distortion. The proposed framework can automati-
cally allocate the available bit rate between texture and depth,
within texture or depth, between source and channel coding.
Further, we also tackle the optimization problem with addi-
tional texture distortion constraint, for which we develop a
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solution to trade off the synthesized view and texture qualities.
Finally, we have compared the performance of the proposed
framework to those of the pure error-resilient source coding,
the error-resilient source coding with equal channel coding
protection, and the existing channel coding schemes without
error resiliency consideration. Experimental results reveal that
the proposed framework yields superior performance in both
general bit rate constrained and additional texture distortion
constrained cases.
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